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INTRODUCTION
d

Research Initiation Program - 1989

AFOSR has provided funding for follow-on research efforts for the participants in the
Summer Faculty Research Program. Initially, this program was conducted by AFOSR and
popularly known as the Mini-Grant Program. Since 1983 the program has been conducted by
the Summer Faculty Research Program (SFRP) contractor and is now called the Research
Initiation Program (RIP). Funding is provided to establish RIP awards to about half the number
of participants in the SFRP.

Participants in the 1989 SFRP competed for funding under the 1989 RIP. Participants
submitted cost and technical proposals to the contractor by 1 November 1989, following their
participation in the 1989 SFRP.

Evaluation of these proposals were made by the contractor. Evaluation criteria consisted
of:

1. Technical excellence of the proposal
2. Continuation of the SFRP effort
3. Cost sharing by the university

The list of proposals selected for award was forwarded to AFOSR for approval of funding.
Those approved by AFOSR were funded for research efforts to be compieted by 31 December
1990.

The following summarizes the events for the evaluation of proposals and award of funding
under the RIP.

A. RIP proposals were submitted to the contractor by 1 November 1989. The
proposals were limited to $20,000 plus cost sharing by the universities. The
universities were encouraged to cost share, since this is an effort to establish a long
term effort between the Air Force and the university.

B. Proposals were evaluated on the criteria listed above and the final award approval
was given by AFOSR after consultation with the Air Force Laboratories.

C. Subcontracts were negotiated with the universities. The period of performance of
the subcontract was between October 1989 and December 1990.

Copies of the final reports are presented in Volumes I through IV of the 1989 Research

Initiation Program Report. There were a total of 122 RIP awards made under the 1989 program.
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PROGRAM STATISTICS

Total SFRP Participants 168

Total RIP Proposals submitted by SFRP 132

Total RIP Proposals submitted by GSRP 2

Total RIP Proposals submitted 134

Total RIP's funded to SFRP 94

Total RIP's funded to GSRP 2

Total RIP's funded 96

Total RIP Proposals submitted by HBCU's 9

Total RIP Proposals funded to HBCU's 5

iv



LABORATORY PARTICIPATION

Laboratory Participants Submitted Funded

AAMRL 12 10 6

WRDC/APL 10 8 6

ATL 9 9 (1 GSRP) 9 (1 GSRP)

AEDC 10 8 8

WRDC/AL 7 5 4

ESMC 0 0 0

ESD 3 2 1

ESC 11 8 7

WRDC/FDL 9 7 5

FJSRL 7 5 4

AFGL 12 10 6

HRL 12 10 (1 GSRP) 8 (1 GSRP)

WRDC/ML 9 7 5
OEHL 4 1 1

AL 12 10 6

RADC 15 11 8

SAM 17 16 9

WL 8 7 3

WHMC 1 0 0

Total 168 134 96
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LIST OF PARTICIPATING UNIVERSITIES

Alabama, University of - 1 New York, State University of - 2
Alfred University - 1 North Carolina State University - 1
Arkansas-Pine Bluff, Univ. of - 1 Northern Arizona University - 1
Auburn University - 1 Northern Illinois University - 1
Bethel College - 1 Northwestern University - 1
Boston College - 1 Notre Dame, University of - 1
Brescia College - 1 Ohio State University - 2
California Polytechnic - 1 Oklahoma, University of 3
California State University - 2 Old Dominion University 1
Cincinnati, University of - 2 Pennsylvania State University 1
Denver, University of - 1 Pittsburgh, University of 1
Eastern Kentucky University - 1 Rhode Island, University of 1
Florida Atlantic University - 1 San Diego State University 1
Florida Institute - 1 San Jose State University 1
Florida, University of - 4 Savannah State College 1
Hamilton College - 1 Scranton, University of 1
Harvard University - 1 Southern Oregon State College 2
Illinois Institute of Technology - 1 Southwest Texas State University 1
Illinois-Rockford, University of - 1 Tennessee State University 1
Illinois State University - 1 Tennessee Technological Univ. - 1
Indiana-Purdue, University of - 1 Texas A&M University - 6
Kansas State University - 2 Texas Southern University - 1
Lawrence Technological University - 1 Texas-San Antonio, University of - 3
Long Island University - 1 Transylvania University - 1
Lowell, University of - 1 Trinity University - 1
Massachusetts, University of - 2 US Naval Academy - 1
Michigan, University of - 1 Utah State University - 1
Minnesota-Duluth, University of - 2 Utica College - 1
Mississippi State University - 2 Vanderbilt University - 1
Missouri-Rolla, University of - 1 Washington State University - 1
Murray State University - 1 West Virginia University - 2
Nebraska-Lincoln, University of - 2 Wisconsin-Platteville, Univ. of - 1
New Hampshire, University of - 1 Worchester Polytechnic Institute - 1
New York Institute of Technology - 1 Wright State University - 6

Total 94

Ai



PARTICIPANTS LABORATORY ASSIGNMENT
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AERO PROPULSION AND POWER DIRECTORATE
(Wright-Patterson Air Force Base)

Dr. Jerry Clark Dr. Baruch Lieber
Wright State University State University of New York
Specialty: Physics Specialty: Aerospace Engineering

Dr. Frank Gerner Dr. William Schulz
University of Cincinnati Eastern Krntucky University
Specialty: Mechanical Engineering Specialty: Analytical Chemistry

760-7MG-079 and 210-IOMG-095
Dr. Thomas Lalk
Texas A&M University Dr. Richard Tankin
Specialty: Mechanical Engineering 1,4orthwestern University

Specialty: Mechanical Engineering

ARMAMENT DIRECTORATE
(Eglin Air Force Base)

Dr. Peter Armendarez Mr. William Newbold (GSRP)
Brescia College University of Florida
Specialty: Physical Chemistry Specialty: Aerospace Engineering

Dr. Joseph Brown Dr. Boghos Sivazlian
Mississippi State University University of Florida
Specialty: Mechanical Engineering Specialty: (Jperations Research

Dr. Roger Bunting Dr. Steven Trogdon
Illinois State University University of Minnesota-Duluth
Specialty: Inorganic Chemistry Specialty: Mechanics

Dr. Satish Chandra Mr. Asad Yousuf
Kansas State University Savannah State College
Specialty: Electrical Engineering Specialty: Electrical Engineering

Dr. David Cicci
Auburn University
Specialty: Aerospace Engineering

viii



ARMSTRONG LABORATORY
(Brooks Air Force Base)

Dr. Robert Blystone Dr. Gwendolyn Howze
Trinity University Texas Southern University
Specialty: Zoology Specialty: Molecular Biology

Dr. Carolyn Caudle-Alexander Dr. Harold Longbotham
Tennessee State University University of Texas-San Antonio
Specialty: Microbiology Specialty: Electrical Engineering

Dr. James Chambers Dr. Ralph Peters (1987)
University of Texas - San Antonio Wichita State University
Specialty: Biochemistry Specialty: Zoology

Dr. Mark Cornwall Dr. Raymond Quock
Northern Arizona University Univ. of Illinois at Rockford
Specialty: Human Performance Specialty: Pharmacology

Dr. Vito DelVecchio Dr. Ram Tripathi
University of Scranton University of Texas-San Antonio
Specialty: Biochemical Engineering Specialty: Statistics

ARNOLD ENGINEERING DEVELOPMENT CENTER
(Arnold Air Force Base)

Dr. Brian Beecken Dr. Lang-Wah Lee
Bethel College University of Wisconsin-Platteville
Specialty: Physics Specialty: Mechanical Engineering

Dr. Stephen Cobb Dr. Chun Fu Su
Murray State University Mississippi State University
Specialty Physics Specialty: Physics

Dr. John Francis Dr. Richard Tipping
University of Oklahoma University of Alabama
Specialty: Mechanical Engineering Specialty: Physics

Dr. Orlando Hankins Dr. D. Wilkes
University of North Carolina State Vanderbilt University
Specialty: Nuclear Engineering Specialty: Electrical Engineering

ix

L



AVIONICS DIRECTORATE
(Wright-Patterson Air Force Base)

Dr. David Choate Dr. Dar-Biau Liu
Transylvania University California State University
Spialty: Mathematics Specialty: Applied Mathematics

Dr. R. H. Cofer Dr. Robert Shock
Florida Institute Wright State University
Specialt: Electrical Engineering Specialty: Mathematics

CREW SYSTEMS DIRECTORATE
(Wright-Patterson Air Force Base)

Dr. Thomas Lockwood Dr. Michael Stanisic
Wright State University University of Notre Dame
Specialty: Toxicology Specialty: Robotics

Dr. Ethel Matin Dr. Chi-Ming Tang
Long Island University State University of New York
Specialty: Experimental Psychology Svecialty: Mathematics

Dr. Randy Pollack Dr. Ebo Tei
Wright State University University of Arkansas-Pine Bluff
Specialty: Anthropology Specialty: Psychology

Dr. Donald Robertson (1987)
Indiana University of Pennsylvania
Specialty: Psychology

x



ENGINEERING AND SERVICES CENTER
(Tyndall Air Force Base)

Dr. William Bannister Dr. Kim Hayes
University of Lowell University of Michigan
Svecialty: Organic Chemistry Specialty: Environmental Engineering

Dr. Emerson Besch Dr. Deborah Ross
University of Florida University of Indiana-Purdue
Svecialtv: Animal Physiology Specialty: Microbiology

Dr. Avery Demond Dr. Dennis Truax (1987)
University of Massachusetts Mississippi State University
Specialty: Civil Engineering Specialty: Civil Engineering

Dr. Kirk Hatfield Dr. George Veyera
University of Florida University of Rhode Island
Specialty: Civil Engineering Specialty: Civil Engineering

ELECTRONIC SYSTEMS DIVISION
(Hanscom Air Force Base)

Dr. Stephen Kolitz (1986) Dr. Sundaram Natarajan
University of Massachusetts Tennessee Technical University
Specialty: Operations Research Specialty: Electrical Engineering

FLIGHT DYNAMICS DIRECTORATE
(Wright-Patterson Air Force Base)

Dr. Kenneth Cornelius Dr. William Wolfe
Wright State University Ohio State University
Specialty: Fluid Mechanics Specialty: Engineering

Dr. Arnold Polak Dr. Lawrence Zavodney
University of Cincinnati Ohio State University
Specialty: Aerospace Engineering Specialty: Mechanical Engineering

Dr. Nisar Shaikh
University of Nebraska-Lincoln
Specialty: Applied Mathematics

xi



FRANK J. SEILER RESEARCH LABORATORY
(United States Air Force Academy)

Dr. Robert Granger Dr. Timothy Troutt
US Naval Academy Washington State University
Specialty: Mechanical Engineering Specialty: Mechanical Engineering

Dr. Clay Sharts Dr. Hung Vu
San Diego State University California State University
Secialty: Chemistry Specialty: Applied Mechanics

GEOPHYSICS DIRECTORATE
(Hanscom Air Force Base)

Dr. Phanindramohan Das Dr. Thomas Miller
Texas A&M University University of Oklahoma
Specialty Geophysical Science Specialty: Physics

Dr. Alan Kafka Dr. Henry Nebel
Boston College Alfred University
Specialty: Geophysics Specialty: Physics

Dr. Charles Lishawa Dr. Craig Rasmussen
Utica College Utah State University
Secialty: Physical Chemistry Specialty: Physics

HUMAN RESOURCES DIRECTORATE
(Brooks, Williams and Wright-Patterson Air Force Base)

Dr. Kevin Bennett Mr. John Williamson (GSRP)
Wright State University Texas A&M University
Specialty Applied Psychology Specialty: Psychology

Dr. Deborah Mitta Dr. Michael Wolfe
Texas A&M University West Virginia University
Speialty: Industrial Engineering Svecialtv: Management Science

Dr. William Smith Dr. Yehoshua Zeevi
University of Pittsburgh Harvard University
Specialty: Linguistics Specialty: Electrical Engineering

Dr. Stanley Stephenson Dr. Robert Zerwekh
Southwest Texas State University Northern Illinois University
Specialty: Psychology Specialty: Philosophy

xii



MATERIALS DIRECTORATE
(Wright-Patterson Air Force Base)

Dr. Donald Chung Dr. James Sherwood
San Jose State University University of New Hampshire
Specialtv: Material Science Specialty: Aerospace Mechanics

210-9MG-088 and 210-IOMG-098
Dr. Kenneth Currie
Kansas State University Dr. Michael Sydor
Specialty: Industrial Engineering University of Minnesota-Duluth

Stecialty: Physics
Dr. Michael Resch
University of Nebraska-Lincoln
Specialty: Materials Science

OCCUPATIONAL AND ENVIRONMENTAL HEALTH DIRECTORATE
(Brooks Air Force Base)

Dr. Stewart Maurer
New York Institute of Technology
Specialty: Electrical Engineering

ROCKET PROPULSION DIRECTORATE
(Edwards Air Force Base)

Dr. Lynn Kirms Dr. Vittal Rao
Southern Oregon State College University of Missouri-Rolla
Specialty: Organic Chemistry Specialty: Control Systems

Dr. Mark Kirms Dr. Larry Swanson
Southern Oregon State College University of Denver
Specialty: Organic Chemistry Specialty: Mechanical Engineering

Dr. Faysal Kolkailah Dr. Roger Thompson
California Polytechnic Pennsylvania State University
Specialty: Mechanical Engineering Specialty: Engineering Mechanics

xiii
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ROME LABORATORIES
(Griffiss Air Force Base)

Dr. Charles Alajajian Dr. Khaja Subhani
West Virginia University Lawrence Tech. University
Specialty: Electrical Engineering Specialty: Electrical Engineering

Dr. Ian Grosse Dr. David Sumberg (1987)
University of Massachusetts Rochester Institute of Tech.
Secialty: Mechanical Engineering Slpjaltv: Physics

Dr. Henry Helnken Dr. Donald Ucci
Florida Atlantic University Illinois Institute of Technology
Specialty: Physics Specialt: Electrical Engineering

Dr. Michael Klein Dr. Kenneth Walter (1988)
Worcester Poly Institute Prairie View A&M University
Specialty: Physics Specialty: Chemical Engineering

Dr. William Kuriger Dr. James Wolper
University of Oklahoma Hamilton College
Specialty: Electrical Engineering Specialty: Mathematics

WEAPONS DIRECTORATE
(Kirtland Air Force Base)

Dr. Harry Hogan Dr. Duc Nguyen
Texas A&M University Old Dominion University
Specialty: Mechanical Engineering Specialty: Civil Engineering

Dr. Arkady Kheyfets (1988) Dr. Duane Sanders
North Carolina State University Texas A&M University
Specialty: Mathematical Physics Specialty: Civil Engineering

xiv
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MINI-GRANT RESEARCH REPORTS

Technical
Report
Number Title and Mini-Grant Number Professor

Volume I

Rome Laboratories

1 Optimal Design of Finite Wordlength FIR Digital Dr. Charles Alajajian
Filters for an Analog Transversal Filter with Tap
Weight Circuitry Defects Using Adaptive Modeling
210-10MG-123

2 Automatic Adaptive Remeshing for Finite Element Dr. Ian Grosse
Reliability Assessment of Electronic Devices
210-10MG-129

3 lonospherically-Induced Phase Distortion Across Dr. Henry Helmken
Wide-Aperture HF Phased Arrays
210- IOMG-047

4 A Study of Interacting Tunneling Units with Dr. Michael Klein
Possible Application to High Temperature
Superconductors
210-1OMG-057

5 Reduced Bandwidth Binary Phase-Only Filters Dr. William Kuriger
210-IOMG-052

6 Computer Modeling of GaAs/AlGaAs MQW Devices Dr. Khaja Subhani
for Optical Properties
210-10MG-107

7 Fiber Optic Distribution System for Phased Array Dr. David Sumberg
Antennas (1987)
760-7MG- 113

8 Continuation Study of a Communications Dr. Donald Ucci
Receiver for Spread Spectrum Signals
210-1OMG-067

9 Development of a System to Deposit Thin Films of Dr. Kenneth Walter
Titanium Carbide Using Atomic Layer Epitaxy (1988)
219-9MG- 113

xvi



10 Neural Networks for Invariant Pattern Recognition Dr. James Wolper
210-1OMG-061

Arnold Engineering Development Center

11 The Performance of IR Detectors Illuminated Dr. Brian Beecken
by Monochromatic Radiation
210-1OMG-029

12 Sodium Fluorescence Studies for Application to Dr. Stephen Cobb
RDV of Hypersonic Flows
210-1OMG-076

13 Report Not Publishable At This Time Dr. John Fra,is
210-10MG-086

14 NOT PUBLISHABLE AT THIS TIME Dr. Orlando Hankins
210-1OMG-134

15 An Experimental Approach for the Design of a Dr. Lang-Wah Lee
Mixer for an Arc Heater
210-1OMG-027

16 No Report Submitted (1986) Dr. Arthur Mason
760-6MG-099

17 Laser-Induced Fluorescence of Nitric Oxide Dr. Chun Fu Su
210-1OMG-054

18 Spectroscopic Monitoring of Exhaust Gases Dr. Richard Tipping
210-IOMG-099

19 Transient Analysis of Parallel Distributed Dr. D. Wilkes
Structurally Adaptive Signal Processing Systems
210-IOMG-084

Electronic Systems Division

20 Reliability in Satellite Communication Networks Dr. Stephen Kolitz
760-6MG-094 (1986)

21 Comparison of Testability Analysis Tools for USAF Dr. Sundaram Natarajan
210-IOMG-065

xvii



Engineering and Services Center

22 Anomalous Effects of Water in Fire Fighting: Dr. William Bannister
Facilitation of JP Fires by Azeotropic
Distillation Effects
210-10MG-115

23 Effect of Simulated Jet Aircraft Noise on Dr. Emerson Besch
Domestic Goats
210-10MG-119

24 Migration of Organic Liquid Contaminants Using Dr. Avery Demond
Measured and Estimated Transport Properties
210-1OMG-025

25 Laboratory Investigations of Subsurface Dr. Kirk Hatfield
Contaminant Sorption Systems
210-IOMG-064

26 Effects of Surfactants on Partitioning of Dr. Kim Hayes
Hazardous Organic Components of JP-4 Onto
Low Organic Carbon Soils
210-IOMG-125

27 Biodegradation of Hydrocarbon Components of Dr. Deborah Ross
Jet Fuel JP-4
210-1OMG-018

28 760-7MG-079; See 210-IOMG-095 Dr. William Schulz
Report # 71
(Aero Propulsion and Power Directorate)

29 Pretreatment of Wastewaters Generated by Dr. Dennis Truax
Firefighter Training Facilities (1987)
760-7MG- 105

30 Stress Transmission and Microstructure in Dr. George Veyera
Compacted Moist Sand
210-IOMG-019

Frank J. Seiler Research Laboratory

31 No Report Submitted (1985) Dr. Hermann Donnert
760-OMG-008

xviii



32 Reference AIAA 91-0745; Flow Induced Vibrations Dr. Robert Granger
of Thin Leading Edges; U.S. Naval Academy
210-10MG-O11

33 No Report Submitted (1985) Dr. Ronald Sega
760-0MG- 107

34 Use of Nitronium Triflate for Nitration of Dr. Clay Sharts
Nitrogen Heterocycles
210-IOMG-072

35 No Report Submitted (1985) Dr. Walter Trafton
760-OMG-053

36 Active Control of Dynamic Stall Phenomena Dr. Timothy Troutt
210-1OMG-049

37 Modeling and Control of a Fundamental Structure- Dr. Hung Vu
Control System: A Cantilever Beam and a Structure-
Borne Reaction-Mass Actuator
210-10MG-021

Volume II

Phillips Laboratory

Geophysics Directorate

38 Cumulus Parameterization in Numerical Prediction Dr. Phanindramohan Das
Models: A New Parcel-Dynamical Approach
210-1OMG-087

39 Rg as a Depth Discriminant for Earthquakes and Dr. Alan Kafka
Explosions in New England and Eastern Kazakhstan
210-1OMG-082

40 Time-of-Flight Simulations of Collisions of Dr. Charles Lishawa
H 2 13O+ with D 20
210-10MG-117

41 Electron Attachment to Transition-Metal Acids Dr. Thomas Miller
210-10MG-113

xix



42 C02 (4.3pm) Vibrational Temperatures and Limb Dr. Henry Nebel
Radiances in the Mesosphere and Lower
Thermosphere: Sunlit Conditions and Terminator
Conditions
210-IOMG-055

43 Development and Application of a Dynamo Dr. Craig Rasmussen
Model of Electric Fields in the Middle-and
Low-Latitude Ionosphere
210-IOMG-060

Rocket Propulsion Directorate

44 Synthesis of Tetranitrohomocubane Dr. Lynn Kirms
210-IOMG-091

45 Synthesis of Poly(Imide Siloxane) Copolymers and Dr. Mark Kirms
Graft Copolymers
210-I0MG-090

46 Finite Element Analysis for Composite Structures Dr. Faysal Kolkailah
210-10MG- 127

47 Robust Control of Large Flexible Structures Using Dr. Vittal Rao
Reduced Order Models
210-1OMG-043

48 Theoretical Study of Capillary Pumping in Dr. Larry Swanson
Heat Pipes
210-IOMG-026

49 Multi-Body Dynamics Experiment Design Dr. Roger Thompson
210-1OMG-121

Advanced Weapons Survivability Directorate,
Lasers and Imaging Directorate, and
Space and Missle Technology Directorate

50 No Report Submitted (1988) Dr. Lane Clark
210-9MG-119

51 No Report Submitted (1986) Dr. Fabian Hadipriono
760-6MG-054

xx



52 Improved Modeling of the Response of Pressurized Dr. Harry Hogan
Composite Cylinders to Laser Damage
210-10MG-008

53 Relativistic Effects in Global Positioning Dr. Arkady Kheyfets
210-9MG- 114 (1988)

54 No Report Submitted (1987) Dr. Barry McConnell
760-7MG-047

55 Parallel and Vector Processing for Nonlinear Dr. Duc Nguyen
Finite Element Analysis
210-1OMG-051

56 Resonant Scattering of Elastic Waves by Dr. Duane Sanders
a Random Distribution of Spherical
Inclusions in a Granular Medium
210-1OMG-085

xxi



Volume III

Wright Laboratory

Armament Directorate

57 Reactive Aluminum "Burst" Dr. Peter Armendarez
210-10MG-106

58 Damage of Aircraft Runways by Aerial Bombs Dr. Joseph Brown
210-IOMG-104

59 Ionic Polymer Membranes for Capacitor Electrolytes Dr. Roger Bunting
210-1OMG-096

60 Multisensor Seeker Feasibility Study for Medium Dr. Satish Chandra
Range Air-to-Air Missiles
210-1OMG-074

61 Sequential Ridge-Type Estimation Methods Dr. David Cicci
210-1OMG-044

62 Numerical Simulation of Transonic Flex-Fin Mr. William Newbold
Projectile Aerodynamics
210-IOMG-005

63 Effectiveness Models for Smart Submunitions Dr. Boghos Sivazlian
Systems
210-IOMG-002

64 Detonation Modeling of Explosives Using the Dr. Steven Trogdon
Hull Hydrodynamics Computer Code
210-1OMG-010

65 Stress Analysis of a Penatrator using Finite Dr. Wafa Yazigi
Element Method (1988)
210-9MG-015

66 Knowledge-Based Target Detection for the Mr. Asad Yousuf
RSPL/IPL Laboratories
210-1OMG-017

Aero Propulsion and Power Directorate

67 Study of Electron Impact Infrared Excitation Dr. Jerry Clark
Funtions of Xenon
210-IOMG-100

0
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68 Micro Heat Pipes Dr. Frank Gerner
210-IOMG-066

69 No Report Submitted Dr. Thomas Lalk
210-10MG-109

70 Analysis of the Flowfield in a Pipe with a Sudden Dr. Baruch Lieber
Expansion and with Different Coaxial Swirlers
210-1OMG-001

71 Jet Fuel Additive Efficiency Analysis with a Dr. Willi;,,a Schulz
Surrogate JP-8 Fuel
210-1OMG-095

72 Comparison Between Experiments and Preditions Dr. Richaid Tankin
Based on Maximum Entropy for Sprays from a
Pressure Atomizer
210-IOMG-036

Avionics Directorate

73 An Algorithm to R,,solve Multiple F-equencies Dr. David Choate
210-10MG-031

74 Model Based Bayesian Target Recognition Dr. R. H. Cofer
21 ,- i0MG-u22

75 Study of Sky Backgrounds and Subvisual Dr. Gerald Grams
Cirrus
210-9M, . 120

76 Simulation of Dynamic Task Scheduling Dr. Dar-Biau Liu
Algorithms for ADA Distributed System
Evaluation Testbed (ADSET)
210-1OMG-020

77 Towards a Course-Grained Test Suite for VHDL Dr. Robert Shock
Validation
210-IOMG-012

Flight Dynamics Directorate

78 Experimental Study of Pneumatic Jet/Vortical Dr. Kenneth Cornelius
Interaction on a Chined Forebody Configuration
at High Angles of Attack
210-1OMG-046

xxiii



79 Numerical Study of Surface Roughness Effect on Dr. Arnold Polak
Hypersonic Flow Separation
210-IOMG-056

80 Ultrasonic Stress Measurements and Craze Studies Dr. Nisar Shaikh
for Transparent Plastic Enclosures of Fighter
Aircraft
210-1OMG-126

81 210-9MG-088, See 210-1OMG-098 Dr. James Sherwood
Report # 87
Materials Directorate

82 Experimental Determination of Damage Initiation Dr. William Wolfe
Resulting from Low Velocity Impact of Composites
210-1OMG-094

83 The Response of Nonlinear Systems to Random Dr. Lawrence Zavodney
Excitation
210-IOMG-093

Materials Directorate

84 The In-Situ Deposition of High Tc Dr. Donald Chung
Superconducting Thin Film by Laser Ablation
210-10MG-116

85 Self-Improving Process Control for Molecular Dr. Kenneth Currie
Beam Epitaxy of Ternary Alloy Materials on
GaAs and InPh Substrates
210-1OMG-030

86 Detection of Fatigue Crack Initiation Using Dr. Michael Resch
Surface Acoustic Waves
210-10MG-120

87 Investigation of the Thermomechanical Dr. James Sherwood
Response of a Titanium Aluminide Metal
Matrix Composite Using a Viscoplastic
Constitutive Theory
210-1OMG-098

88 No Report Submitted (1985) Dr. Robert Swanson
760-OMG-067

xxiv



89 Optical Profiling of Electric Fields in Layered Dr. Michael Sydor
Structures
210-IOMG-07 1

Volume IV

Armstrong Laboratory

Aerospace Medicine Directorate

90 Confirmation of the Possible Role of Lipopoly- Dr. Robert Blystone
saccharide in Expressing an Abelson Murine
Leukemia Virus in RAW 264.7 Macrophage Cells
210-1OMG-009

91 Effect of Microwave Radiation on Cultured Cells Dr. C. Caudle-Alexander
210-1OMG-097

92 In Vivo Processing of Tetraisopropyl Dr. James Chambers
Pyrophosphoramine
210-1OMG-083

93 EMG Analysis of Muscular Fatigue and Recovery Dr. Mark Cornwall
Following Alternating Isometric Contractions
at Different Levels of Force
210-1OMG-014

94 PCR Analysis of Specific Target Sequence of Dr. Vito DelVecchio
Mycoplasma hominis and Ureaplasma urealyticum
210-1OMG-013

95 Studies on Melanocytes and Melanins Dr. Gwendolyn Howze
210-1OMG-133

96 No Report Submitted (1985) Dr. Amir Karimi
760-0MG- 110

97 Robust Filtering of Biological Data Dr. Harold Longbotham
210-IOMG-092

98 No Report Submitted (1985) Dr. James Mrotek
760-0MG-101

xxv
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99 Adenosine Modulation of Neurotransmitter Dr. Ralph Peters
Release from Hippocampal Mossy Fiber (1987)
Synaptosomes
760-7MG-091

100 Behavioral and Neurochemical Effects of Dr. Raymond Quock
Radiofrequency Electromagnetic Radiation
210-1OMG-035

101 An Investigation of Dioxin Half-Life Estimation Dr. Ram Tripathi
in Humans Based on Two or More Measurements
Per Subject
210-IOMG-068

Crew Systems Directorate

102 No Report Submitted (1985) Dr. John Flach
760-OMG-049

103 Degradation of the Renal Peritubular Basement Dr. Thomas Lockwood
Membrane in Relation to Toxic Nephropathy
from Compounds of Military Interest
210-1OMG-101
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1. INTRODUCTION

The present work is a continuation of my research

experience at Eglin AFB in the summer of 1989 under the USAF-

UES SUMMER RESEARCH PROGRAM. The final report "REACTIVE

COMPOSITIONS USING LIGHT METALS AND METAL ALLOYS" suggested

(Armendarez 19) that the electroplating of nickel and

palladium onto aluminum be investigated. It was proposed to

utilize the alloying reactions of Al-Ni, Al-Pd and Al-Pd-H2

to enhance the energy output of reactive systems using

aluminum. Complete oxidation of the latter element is highly

exothermic and yields about 8 kcal/gm of aluminum.

This report presents the experimental results on both

6 the Al-Ni and Al-Pd systems to produce "reactive aluminum" .

Compared to magnesium metal, aluminum does not burn well

in air. Several researches summarized by P.F. Pokhil, et. al.,

in the book, Combustion of Powdered Metals in Active Media.

give the following salient features of aluminum combustion

research which have significance to the present study:

1. A .0002 mm. aluminum oxide layer forms on the surface of

aluminum metal and serves as a protective layer.

2. Aluminum oxidation begins to occur more rapidly only at

the melting point of the oxide (20250 C.) and when the

particle size of aluminum is 100 microns or less.

3. The transition to self-sustaining steady-state combustion

is signalled by the appearance of a flash of intense light.

7
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4. The thermal conductivity of aluminum oxide is about

twenty times smaller than that of aluminum metal. This

thermal resistance provides a further bottleneck to

aluminum ignition and oxidation.

5. Aluminub oxide is strongly adherent to the aluminum surface

and severely delays progressive oxidation, since the oxidizer

is removed from direct interaction with the metal surface.

This can be expedited, however, by heating rapidly at high

temperatures(>10000 C.).

Heating rates of 10000 per minute produce a combustion

surface which contains nodes, seams and cracks. The latter

exposes aluminum to further oxidation.

6. Ignition of aluminum at high temperature requires particle

warm-up. Up to the critical moment of ignition, the process of

combustion is essentially a heat transfer process. An abrupt

change in the melting of the oxide film, for example, leads to

aluminum particle ignition. At temperatures of 2000 0 C or

greater, aluminum oxide coated particles may shatter into

several small pieces.

7. Heating of aluminum in an inert gas to about 10000 C.,

then rapidly replacing the gas with air, leads to the

combustion of aluminum.

The last item above indicates that heating aluminum metal

to a temperature beyond the melting point without the

immediate presence of oxygen provides a means to expedite the

burning of aluminum. The use of a thin plating of a second

metal on aluminum, e.g., nickel and/or palladium, suggests a

way by which this end may be accomplished.

Noble metals and other metals having a high resistance to

oxidation and good thermal conductivity are expected to work

best for this purpose.

5
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Alloying reactions between aluminum and its metal plate

expedite the process described above. With sufficiently high

temperatures, the reaction between aluminum and its reactive

metal plate can be expected to rupture the covering surface

with exposure of hot aluminum to air or other oxidizing

medium. Direct relief from the aluminum oxide barrier would

lead to more ready ignition and energy release.

Exothermic alloying reactions occur with aluminum and

nickel (Van Horn 50, Williams, 1) and aluminum and palladium

Ellern 279, Williams 1). Table 1 below presents information

on these alloying processes.

Tests of nickel and palladium (Wittock and Williams 1,3)

with aluminum fashioned as cubical fragments were tested

against metal targeti. Although some alloying reaction was

observed with the Al-Pd fragment, the damage results were not

conclusive when compared to steel fragment damage. In other

tests, the attempt was made to weld or roll the sheet metal

components to achieve bonding between palladium and aluminum.

This method failed to achieve bonding between the two metals

due to premature ignition.

A principle objective of this research was therefore to

achieve bonding with the metal pairs, Al/Ni and Al/Pd, by

electroplating methods. The latter would insure that

sufficient chemical intimacy would occur that the alloying

reactions would be successful.
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Table 1. The Properties of Aluminum Alloys and Energy

Release in Alloying Reactions.*

AlyPd/l Ni/Al

Weight ratios 80/20 68.5/31.5

Mole ratio 1/1 1/1

Density 9.6 6.04

Melting point(° C) 1911 1638

Ignition temp.(0 C.) 660

Heat of form.(cal/gm) 327 443

*H. Ellern, Modern Pyrotechnics, 1961, 279.

K. R. Van Horn, Aluminum. vol 1,1967, 50-51).
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2. OBJECTIVES

1. Determine methods to electroplate nickel and palladium onto

aluminum.

2. Test the reactivity of Al-Ni and Al-Pd systems for alloying

reaction energy release.

3. Investigate other metal systems for alloying reactivity.

4. Determine composition parameters to optimize energy

release.

5. React reactive material with ammonium perchlorate or other

oxidizing reagent.

3. EXPERIMENTAL

3.1 Electroplating of Nickel onto Aluminum, Generally the

plating of nickel onto aluminum metal is done industrially

for decorative purposes. The amount of nickel added for this

purpose is not large and is generally of the order of a few

mils(1/O00 of an inch). According to the information of Table

1, the amount of nickel plate that would be needed for the

alloying process would require thicker plate. The mass ratio,

Ni/Al, should be 2.3/1.

A first task, therefore, was to determine the feasibility

of producing a relatively thick nickel plating on aluminum.

This was not found to be difficult. A standard Watts

bath(Lowenheim 287) was used.

The latter consists of a mixture of nickel sulfate and

chloride salts and boric acid. Addition of the latter to the

solution helps maintain a pH of about 5.5. The bath

formulation is given in Table 2.
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Table 2. Watts Nickel Bath Formulation*

1. Watts Nickel Bath

ComygnetsA Concentration(m/lit.)

Nickel sulfate hexahydrate, NiSO4.6H20 330

Nickel chloride, NiCl2  45

Boric Acid, H3P03  38

2. Zincate Solution

CompoentsConcentration(g/lit.)

Sodium Hydroxide, NaOH 525

Zinc Oxide, ZnO 100

Iron(III) Chloride, FeC13  1

Sodium Potassium Tartratet KNaC4H4 OG.4ZH2 0 10

*F. A. Loweheim, Ed., Modern Electroplating. 3rd Ed., 1974,

287.
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The preparation of aluminum samples for nickel plating

requires special attention. Nickel does not plate well

directly onto aluminum. In order to get a good adhesive nickel

plate, it is necessary to put a thin layer of zinc on the

aluminum surface. The zincate solution formulation for

achieving this purpose is also given in Table II. A summary of

the sample preparation procedure is given in Appendix I.

3.2 Palladium Plating. Direct plating of palladium onto

aluminum did not prove feasible. Aluminum samples treated as

described above were plated with palladium using a formulation

obtained from Technic, Inc.(P.O. Box 9650, Providence, RI,

02940-9650). Plating directly onto aluminum initially gave

bright, palladium plated aluminum. On standing, however, the

palladium plate begins to blister and very fine palladium

particles start to scale off. Several attempts to get a good

plating directly onto aluminum proved unsuccessful.

Plating a thin layer of nickel onto the aluminum sample

before palladium plating proved to be a successful method of

joining palladium to an aluminum sample. A nickel plated

aluminum sample was prepared by immersing it in a 10% NaOH

solution for a minute or two, rinsing, then immersing in

a solution of 50% nitric acid. After rinsing the nickel-plated

aluminum sample is ready for plating.

Good, firm deposits of palladium were obtained under

these conditions. However, the thicker platings of this metal

tended to get warm after samples were removed from the bath

and in some cases some cracks were produced on the surface of

the metal. Surface imperfections, if not too many, did not

affect the general ignition behavior.
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3.3 Plating Procedure. A schematic of the plating set-up is

presented in Fig. 1. The size of the nickel anode electrodes

was 25.4 by 76.2 (1 x 3 in.) and the aluminum cathode was of

the same size and was centered about 101.6 mm.(4") from each

of the nickel plates. The lat er configuration insures that

both sides of the sample w .1 be plated simultaneously.

Current densities vere 0.1-0.d amp./dm. at a voltage of 4-5

volts. The palladium bath was similar to that shown in Fig. 1

with the nickel plates replaced with platinum electrodes.

There was no stirring of the bath mixture and some detergent

was added to the bath to help prevent pitting of the plate.

Plated samples were removed from the bath, washed in DI water,

rinsed in acetone, dried and then weighed.

3.4 Aluminum Samples Used for Plating. The two principle

types of aluminum plate used for the nickel and palladium

plating described above were obtained from Brescia College

stock which had been stored for many years. The two principle

plate thicknesses were 0.12 mm.(Sargent Welch, 99% Al) and

0.625 mm. aluminum plate of unknown origin. The latter sample

was spectro-analyzed at the National Southwire Aluminum

Company laboratory (Hawesville, KY.). Analytical results are

Given in Table 3.

A few samples were also made from aluminum window screen.

The latter was obtained from the local Kuester's Inc. supply

store. The diameter of the screen wire was 0.40 mm.
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Table 3. Spectroanalysis of Aluminum Alloy Sample*.

Sample

#1 95.3 2.60 0.267 0.195 0.155

#2 95.4 2.61 0.206 0.211 0.150

*Measured by Hr. Freddy Brown, National Southwire Aluminum

Co. ,Hawesville, KY.
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3.5 Ignition of Samvles. Two methods were used generally to

ignite plated samples:

1) Use of a flame torch fueled with natural gas and compressed

air as oxidant. The flame temperature was estimated at about

15000 C. Fig. 2 shows a drawing of the sample placement.

It was positioned on an asbestos mat and the flame was

incident to the center of the surface of the sample.

(2) Samples were dropped into a porcelain dish which had been

brought to oven temperature in a preheated oven. Ignition of

the various samples was observed over a temperature range of

700 to 11500 C.

3.6 Results for the Nickel/Aluminum Samvles. An attempt to

ignite nickel plated aluminum using both methods given above

failed to yield sustained ignition of the sample. Samples

tested had aluminum to nickel mass ratios varying from 1/1

to 1/2.3 , the latter ratio being optimum for forming NiAl(See

Table 1). In these tests, the sample simply turned dark,

became a dull red color at the melting point of nickel, but

did not ignite. In the case of heating with the flame torch,

the sample bent as it appeared to begin to melt, but never

completely fused as was noted in later palladium-plated

samples. Examination of the fired sample showed some

distortion and twisting of the bi-layered material due to

different rates of thermal expansion. Mixing of the two

metals, however, was not sufficient to yield any observable

exothermic release of energy as was expected from the heat of

solution (Table 1) of these metals at elevated temperatures.

0 57-13



SAMPLE

FLAME .........

ASBESTOS MAT

Figure 2 S.AM4PLE BE3URN SE:,TUPm

57-14



3.7 Ignition of Palladium-plated Aluminum Samples. The

ignition of palladium-plated aluminum samples was carried out

both with a flame torch(15000 C.) and in an oven(700-11500

C.). The data for the flame torch ignition trials are

summarized below in Table 4. These latter trials were of a

preliminary nature to determine the ignition variables for

samples plated with differing amounts of nickel, palladium

and different starting thicknesses of aluminum plate.

3.8 Descriotion of Ignition of Pd-Plated Samples. The

results of Table 4 for the Pd-plated sample ignition results

are further summarized below:

1. After introduction of the palladium plated sample into the

flame and an initial heating period, ignition of these samples

proceeded rapidly. The signal for ignition was a bright flash

of high intensity followed by melting and air oxidation of the

metal composite. Depending on the sample composition, there

was often a "burst" of the metal sample with the emission of

several flaming spherical particles(See Fig. 3). Some of these

particles were found to travel about 30-38 cm.(12-15 in.)

laterally from the burning sample, and falling on a surface,

roll for a few centimeters, while emitting vapor. The latter

left a trail of white tracks on the surface. Many of these

particles, if permitted to drop from a height of one meter or

more were completely burned before hitting the surface.
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TABLE 4. IGNITION OF PD-PLATED ALUMINUM SAMPLES USING

FLAME TORCH(1500 C.)*

No. SAMPLE-DESCRIPT COPOSITION TICKLNES IGNIT. TIME

mass-gn si.z-nm, %I(AlNIIPd} uu sec.

1 0.1003 13x1O 41.9/5.3/52.3 tot = .0023 <1

tpd = .017

2 0.1013 13x1O t -- .0023 <1

tp4 = .017

3 0.4951 26x26 42.3/5.6/52.1 to, = .0022 1

tpd = .016

4 0.1112 13xlO 38.9/35.2/26.0 ti : .016 No Burn

5** 0.3270 26x26 63.7/23.6/12.7 tot = .0067 1

tpd = .0054

6 0.4862 26X26 40.4/15.7/43.9 tot = .0071 5

tp= = .015

7 0.4276 10x21 64.4/3.5/32.4 to, = .0052 3

tpd = .035

8 1.450 26x26 79.1/5.6/15.3 ti= = .0067 24.6

t" = .014

9 0.8930 26x26 38.2/3.1/68.7 (1

*Samples 1-6 plated on 0.12 m Al stock, samples 7 and 8 are
plated on thick stock(.625 m}, and sample 9 is made from
aluminum window screen(wire diameter 0.4 mm)

**plated on one side only
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2. Burn 8 (Table 4), a thick aluminum stock (0.625 mm.)

sample, required almost 25 sec. to ignite. Visual observation

and study of the videotape of this burn gives an interesting

ignition scenario.

The metal sample is heated to a red glow, followed by

the rapid onset of darkening of the metal surface. Continued

heating produced a clearing of the surface. A red hot circular

spot appeared near where the flame was incident. This spot

grew larger and then burst with a flash of white light and

subsequent oxidation.

This specific burn was not a particularly complete

burn(see Figure 4), since a large amount of unburned metal

remained. The thin aluminum samples (.12 mm.) burned very

rapidly and left mostly spherical particles. The latter were

admixed to various degrees with metallic residues (see Fig.5).

3. Thin aluminum plated samples, having about a 1/1 mass ratio

of aluminum to platinum and with a nickel content of 5% or

less, gave rapid burns. Increasing the nickel content

generally increased the time for ignition. Sample No. 4 in

Table 4 above, for example, having over 35 % nickel did not

burn at all.

4. The two samples prepared from the thicker aluminum

stock(burns 7 and 8) generally burned more slowly. The nickel

5
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Figure 4. Incomplete Aluminum Burn(run 8, Table 4).

Figure 5. Debris from Aluminum Burn(run 3, Table 4)
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content for these two samples was in the optimum range (<10

%), but the Pd/Al ratios were about 1/2 and 1/5,respectively.

5. Two samples(not presented in table above) were prepared

with very little nickel(<1%). These samples gave a low level,

spotty ignition, leaving the samples almost intact but twisted

and with a partially oxidized surface. The palladium plate in

these samples was not of as good adherent quality as those

prepared with a larger amount of nickel underplate.

6. The screen sample presents a greater surface area for more

efficient oxidation. Ignition was very fast and the debris

particles were of much smaller size than for the solid

samples.

7. Finally, Sample No. 5, plated on one side only ignited

well but produced a greater amount of unburned residue as

compared to comparable samples with both sides plated.

3.9 Ignition of Pd-Plated Samples in Preheated Oven. The use

of a pre-heated oven permitted the study of ignition times as

a function of temperature. To maintain sample composition and

sample thickness constant, small pieces measuring about

10 x 13 mm. were cut from the same plated sample. These were

introduced into the oven individually at each temperature and

timed until a flash of bright lightt observed by leaving the
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oven door slightly ajar, signalled ignition.

Table 5 presents data for thin aluminum samples(0.12 mm.

aluminum stock) and Table 6 shows the results for the samples

from the thicker aluminum stock(O.625 mm).

3.10 Summary of Ignition Experiments, Data for samples

presented of Table 5 have ignition times and average masses

comparable for both sets of data. The sample for the second

set of data has a larger per cent of nickel than that of the

first set(10.9 to 4.8 %). Higher nickel content generally

leads to longer ignition times as was noted for the samples

fired with a torch.

Ignition data for thick samples are given in Table 6. The

second sample set has over 20 % nickel. Ignition times and

masses are again comparable for these samples. The lowest

ignition temperature for the set of samples with high nickel

content(20.9 %) was 900o C. as compared to 7600 for the samples

having lower nickel content(9.3 %). Furthermore, the debris

from the high nickel material has a large amount of unburned

metal. However, these samples burned much better at the higher

temperatures and gave off a spurt-like sound on ignition.

The lowest ignition temperature of the samples for each

of these data sets has particular importance. According to the

data of Table 1, the ignition temperature of a mechanically

joined Pd-Al composite is 6600 C., the melting point of

aluminum at one atmosphere pressure. The higher ignition

temperatures found for the plated Al-Ni-Pd systems suggest an

effect due principally to the presence of the interposition of

a nickel barrier between the reactive Al-Pd pair. The higher

ignition temperatures and the burst-like character of the

ignition, which spreads the burning aluminum metal several

centimeters away from the reactants (Fig. 3), suggest the
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Table 5. Ignition Times For Thin Aluminum Sample(O.12 mm.)

1. Sample Composition:AI,57.7%;4.8%;37.5%.

Mass average of 10 x 13 mm. samples:0.0752 g.

tli= .o0015 m. , tPd .0088 mm

Sample No. Temierature(OC.) Ignition Time(sec)

1 720 102.8

2 750 11.7

3 800 5.5

4 850 2.0

5 900 1.7

6 950 1.5

7 1000 1.0

2. Sample Composition:Al, 55.1%;Ni, 10.9%;Pd, 34.0%.

Average mass of 10 x 13 mm. samples: .0765 g.

tli= .o0036 mm., tpd = .0083 mm.

Sample No. Temnerature(°C.} Ignition Time(sec)

1 740 9.1

2 800 5.1

3 810 4.3

4 850 3.2

5 910 2.5

6 950 2.3

7 1000 1.9
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Table 6. Ignition Times For Thick Al Sample(O.625mm.)

1. Sample Composition:Al, 57.6,%;Ni,9.3%;Pdt33.2%.

Average mass of 10 x 13 mm. samples: .3868 g.

t= .015 m. , tPd = .040 mm.

Sample No. Ignition Temperature(°C.) Ignition Time(sec)

1 760 102.2

2 840 40.3

3 900 26.4

4 940 19.0

5 1000 14.5

6 1050 13.0

7 1100 9.6

2. Sample Composition: A1,64.8% ;Ni,20.9% ;Pd, 14.3%.

Average mass of 10 x 13 mm. samples:.3511 g.

tli = .031 mm., tpd = .016 mm.

Sample No. Ignition Temperature(°C,) Ignition Time(sec)

1 850 no ignition

2 900 19.8

3 950 18.2

4 1000 14.6

5 1050 11.1
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build-up of pressure within the heated sample. The higher

ignition temperature, which is closely associated with a

change in phase of aluminum, indicates an increase in the

melting point of aluminum in the plated metal composite. The

latter generally results from the effect of increased

pressure. Transition of aluminum from the solid to liquid

states involves expansion and an increase in volume. The

surrounding plate metals melt at temperatures hundreds of

degrees higher that of aluminum. They provide an exterior

pressure which inhibits aluminum expansion and melting. This

effect directly causes the increase in melting point

temperature and consequently the increase in ignition

temperature.

Ignition temperatures and the melting point of aluminum

in its compressed state may not occur at the same time.

However, change of aluminum metal to the liquid state may be

expected to expedite the diffusion process. The nickel

barrier is the immediate hurdle for the movement of liquid

metal to the surface. On reaching the palladium layer, the

kinetically brisk reaction between aluminum and palladium

leads to self-heating of the sample with further melting and

a consequent acceleration of rupture and reaction with oxygen.

Below the ignition temperature, the slow, purely diffusional

process of mixing and oxidation occurs, but with little vigor.

3.11 Analysis of Ignition Exveriments. The empirical results

discussed and summarized in the previous sections give a

an insight into the ignition phenomena described previously.

A theoretical analysis is undertaken below to clarify and to

rationalize these results.

0
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The following assumptions are made in the discussion below:

(1) The internal thermal resistance of the metal sample is

relatively small so that its temperature is relatively uniform

at each instant at the ambient temperature, e.g, the oven

temperature.

(2) The surrounding heat source is at a constant temperature

(T) and determines the resulting heat transfer to the metal

sample.

(3) The average unit-surface conductance, h, remains constant

during the heat-transfer process and over a range of

temperatures. Thermal transfer may involve more than one mode

of heat transfer(Kreith 230).

The energy flux, r (cal/sec), to the sample is given by,

r = dq/dt = hA(T - T) , (1)

where, A is the area of the sample(cmi). The element of heat

absorbed by the sample, dq, is given by,

dq = m cP dT, (2)

where cP is the specific heat and m the mass of aluminum

in the sample. solving for dq in (1), setting equal to (2) and

integrating between zero and T, , the melting point of Al,

obtains the time(ti) required to heat the sample to this reach

this point:
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ti  (mc P)/(hA) ln[T, - Ta/(To - T()3, (3)

where, T. , is the initial temperature of the sample(250 C.).

The time interval, tj , required to melt the sample to

the melting point of aluminum(T), is determined by,

rt: = m Lf = hA(To - T) , (4)

where, Lf , is the heat of fusion of aluminum. Solving for, t 2 ,

and adding to, ti, gives the total time(t) required to heat

the aluminum in the sample to the liquid state:

t = (m/hA) {cP In[(T, - T0 )/(To -TV)] + Lf/(To - Tj)) (5)

Equation (5) was fit to the data using a least squares

program. It was applied to the experimental data given in

Tables 5 and 6. The fitting parameters chosen were T1 and h.

The values cP and Lf for aluminum were taken as .24

cal/deg/gm. and 96 cal/gm., respectively. The result for thin

sample data sets (Table 5) are presented in Table 7 and

those for the thick samples(Table 6) in Table 8. Figures 6 and

7 show the plots for the data for two sample sets. Agreement

between observed and calculated data is generally good.

The values of the heat conductivity, ho obtained are

reasonably constant for each type of sample. Values of T,

obtained are generally close to that of the lowest ignition

temperatures found experimentally for each sample set. The
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Table 7. Results of Calculations of Ignition

Delay Times vs Temperature(Eq. 5)*

Thin Samples**

Set Parameters

1 TV = 717.1 0 C. h = 11.2 x 10'
3 cal/deg/sec/cmi

2. TV = 703.8 0 C. h = 11.2 x 10'3 cal/deg/sec/cm!

Ignition Delay Times(sec)

Set 2 1 2

No. Temverature(° C) obs. calc. obs. calc.

1. 720 740 102.8 102.0 9.1 9.8

2. 750 800 11.7 10.9 5.1 4.4

3. 800 810 5.5 5.0 4.3 4.0

4. 850 850 2.0 3.4 3.2 3.1

5. 900 910 1.7 2.7 2.5 2.4

6. 950 950 1.5 2.2 2.3 2.1

7. 1000 1000 1.0 1.9 1.9 1.8

** Fitting program. MINSQ, MicroMath Scientific Software,

Salt Lake City, Utah.

**Ignition data from Table 5.
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Table 8. Results of Calculations of Ignition

Delay Times vs Temperature(Eq. 5)*

Thick Samples**

Set Paraneters

1 TV = 729.5 o C. h = 6.54 x 10 "3 cal/deg/sec/cm2

2. TV = 729.5 0 C. h = 8.17 x 10'3 cal/deg/sec/cm2

Ignition Delay Times(sec)

Set 2 2

No. Tenverature( ° C) obs. calc.

1. 760 750 102.2 102.3 no. ign.

2. 840 860 40.3 35.3 no. ign.

3. 900 900 26.4 25.0 19.8 20.5

4. 940 950 19.0 21.1 18.2 16.7

5. 1000 1000 14.5 17.3 14.5 14.2

6. 1050 1050 13.0 15.1 11.1 12.4

7. 1100 - 9.6 13.5 - -

*Fitting program. MINSQ, HicroMath Scientific Software,

Salt Lake City, Utah.

**Ignition data from Table 6.
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exception is the thick sample having the high nickel content

(Table 8). TV for this sample is 729.6 0 C. The lowest ignition

temperature found for this sample is 900° c.

It is again clear that large nickel content impedes the

ignition process.

In summary is seen that equation (5) appears to support

the essential thesis that the onset of ignition requires the

aluminum within the plated sample to melt. This ignition delay

period is basically a heat transfer process. Beyond this point

the diffusional process is accelerated, the alloying reacticn

produces self-heating and proceeds rapidly. The ignition

temperature(Tipm) may taken as nearly equal to the melting

point of aluminum(TI ) within its Pd\Ni envelope.

3.12 The Effect of Pressure on the Melting Point of Al.

Based on the previous discussion, the conditions of

compression of aluminum within its metal envelope would

require that its melting temperature be greater than the

normal melting point(660 C.) at one atmosphere pressure.

This effect is described by the Clapeyron equation:

dP/dT = L/TI (V1 - Ve) (6)

where V1 and V, are the molar volumes for the liquid phase
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solid phases, respectively. The pressure coefficient, dp/dT,

assuming Lt constant is about 139 atm/deg. For a melting

temperature of about 730 o , as found empirically(Tables 7 and

8) in the present work, the calculated pressure is about

10,0 atm. This pressure may be at least partially

responsible for the burst phenomena seen in Fig.3. The role

of nickel in the metal-aluminum composite is, therefore, of

importance for the observance of this effect. It provides the

external pressure which causes an increase in the internal

energy of molten aluminum. The subsequent Al/Pd process is the

key to a successful burn.

3.13 Analysis of Burn Debris. The various burns described

above produced a large amount of debris. Only a preliminary

analysis of some of this debris is presented below.

The oven burns were carried out in porcelain dishes and

therefore recovery of debris was more complete than torch

burns. The latter were carried out at a higher temperature

(1500 C.) and there was a large dispersion of debris and

vaporization of aluminum oxide(Figure 3) as described above.

The debris from the oven burn used to obtain the ignition data

of Table 6(set 1) was collected over a temperature range of
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750-1100 C. The debris appear as large solid drops of a

grayish color and is brittle. It may be ground up with a

mortar and pestle. Measurement of the IR-spectra show bands

due to aluminum oxide.

Chemical analyses for nickel and palladium were made and the

density of debris was also measured. Analysis for nickel and

palladium was done by dissolving the debris in nitric acid.

Palladium was determined directly by absorption

spectrophotometry (wave-length, 379 nm.) and nickel

gravimetrically via the standard method of precipitation

with dimethyglyoxime. The summary of these data is given in

Table 7. Both the measurements of the chemical analysis and

density give a rough estimate of per cent burn-up. In both

cases (Table 7), however, the number obtained is over 60 %.

This may be taken as a lower estimate, however, since the data

were obtained for burns of a thick sample and ignition

temperatures were 11000 or less. Thin samples and higher

temperatures of ignition give more efficient oxidation and

energy release.

Finally, the total energy release expected for one gram of

metal composite as that analyzed in Table 7 is calculated

as 3056 cal/gm using thermochemical data for the oxides
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TABLE 7. ANALYSIS OF BURN-UP DEBRIS

A. Chemical Analysis

Initial Composition 57.6 % Al, 9.3 % Ni, 33.2 % Pd

1. Initial sample mass 1.185 g.

2. Debris recovery 1.064 g.

3. Nickel recovered 0.099 g. (90%)

4. Palladium recovered 0.332 g. (84%)

5. Aluminum balance 0.684 g.

6. Total debris mass expected* 1.903 g.

7. Recovery debris mass expected ** 1.670 g.

8. % burn-up(item 7/item 2 x 100) 63.7 %

B. Density Analysis

1. Density of debris 3.73 gm/cc.

2. Average density of mixed oxides*** 5.58 gm/cc.

3. % burn-up (item 1/item 2 x 100) 66.8 %

* total initial mass converted to the oxides of Al, Ni and Pd.

**based on experimental recovery masses of Ni and Pd and

assuming 90% Al recovery.

***Average densities baced on original metal per cent

composition of the sample.
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(standard conditions of 250 C. and 1 atm. pressure).

Sixty per cent burn-up would therefore yield about 1834

cal/gm. This does not include the energy release due to the

alloying reaction and is mostly attributed to the oxidation of

aluminum.

3.14 Experiments with Small Particles. Preliminary work was

made on small particles prepared from the metal composite

described above. Sample composition was about 50% Al, 45 % Pd

and 5 % nickel. The aluminum stock used was made from thin

aluminum (0.12 mm.) and aluminum screen(wire diameter 0.4 mm).

Cuticle scissors were used to cut these samples up into fine

particles(1000 to hundreds of microns). These were used in the

following tests:

a. Fine particles placed in the oven at temperatures of 7060

or above quickly ignited. The residue fused into the porcelain

dish.

b. These particles also burned readily when placed in a

bunsen burner flame.

c. Mixtures(20-30 mg) of ammonium perchlorate and reactive

aluminum particles(70 % perchlorate, 30 % reactive Al) were

placed in melting point tubes(9 mm length. 1 mm. inside

0
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diameter). The tubes were sealed and introduced into the

flame of a bunsen burner. When well-mixed, these samples

ignited with a bright yellowish flame along the length

of the tube and with subsequent explosion. Microscopic

examination of the debris indicates that metal oxidation has

occurred.

One of the tests using the melting tube method described above

was prepared so that the reactive aluminum was placed at the

bottom of the tube. Ammonium perchlorate was placed above it.

On heating, the reactive aluminum became a dull red color,

signalling onset of the alloying process. The latter reaction

caused fusion of the glass at the bottom of the tube. Ammonium

perchlorate sublimed to the other end of the tube and there

was no explosion.

A second experiment of this type in which mixing was

incomplete produced a reaction scenario which gives an insight

as to the reaction steps of the faster explosion. The alloying

reaction proceeds initially producing a dull-red color as

observed in the previous experiment. This is followed by the

emission of white to yellow green light propagating upwards

along the reaction mixture and resulting in explosion of the

tube.

57-35



4. ANALYSIS AND DISCUSSION

4.1 Description of the Diffusion Process. Upon melting of

aluminum, diffusion will occur more readilly into the

surrounding solid plate. This diffusion leads to mixing. It is

an important step in the alloying process, since the energy

release in this step is essential to efficient oxidation of

the metal. The latter process is accelerated by an increase

in temperature.

The model for diffusion in solids at the atomic level is

described by solid state theory in terms of the presence of

imperfections in an otherwise perfect solid (Shockley et. al.

261). There are a number of possible lattice defects in a

solid, but lattice vacancies are particularly relevant to

diffusion phenomena involving metals and metal alloys. Lattice

vacancies in these substances provide the physical rationale

for understanding the nature of diffusion current , The

following presents an outline of some of the relevant concepts

of this model as it applies to the present work.

(1) Fig. 8 shows the sample configuration. It is assumed that

the diffusion current directions are all along the thickness

dimension of the sample(x-axis). Diffusion currents are
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defined at each interface. At the Al-Ni interface, there is a

diffusion current, JAI (moles/sec/cmi), into the nickel phase

and there is also a diffusion current J3 i , directed into

aluminum . Similar diffusion currents occur at the Ni-Pd

interface.

(2) The diffusion currents flowing in opposite directions at

each interface are generally not equal. On the other hand,

each diffusion current is associated with an oppositely

directed diffusion current of lattice vacancies(J).

The relationship of the various diffusion currents for each

atomic species, i, (total of n different atoms) and the

vacancy diffusion current is given by:

Interpretation of this equation (Schockley, op. cit.) reveals

there may be a net flow of matter relative to the lattice. The

best known example of this occurs between Brass(Cu/Zn) and

copper. In this casep zinc transfer occurs predominantly from

brass to copper (Kirkendall effect). Incompletely burned

samples observed in the present work show evidence that the

5
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plates contract towards the mid-plane. This observation

indicates flow of aluminum outwards from the center.

At higher temperatures vacancy sources, e.g., lattice

dislocations, begin to increase. Eventually, mass currents are

produced which lead to plastic flow and surface rupture.

(3) Fick's law governing diffusion processes is given by,

J-- D(aNaz) (3)

where, D(cmi/sec), is the diffusion coefficient, a parameter

which depends on temperature and N is the concentration of

the diffusing species. A thermodynamically more precise

formulation is given in terms of the chemical potential(p ),

J-- D( &a) (9)

The chemical potential for a given chemical species is

generally a function of temperature, pressure and mole

fraction(X). It may be written,

p p(T, P-I)+ m, In X (10)
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Now,

(dP)T- d.pr (11)

where, V., is the molar volume. Assuming increase in pressure

does not affect the molar volume appreciably, this equation

may be integrated from a pressure of 1 atm to P to give,

p.(T, P - po(T, P-1) + 
(12)

The chemical petential at the pressure, P, may then be

written,

p(T, P)- p(T P-1) + PV. +RT I X (13)

The diffusion equation may then be written,

J - (4a /8z) r - -D IV* (Ve O)r. (R+)( M ga W&)A (14)
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For a system in mechanical equilibrium, the first term in

this equation would vanish. However, as described above, there

is net flow of aluminum outward from the center of the sample.

Relief from a state of compression of the molten metal

suggests a gradient of pressure at the Al\Ni interface. This

effect may not be very large, however, as compared with the

effect of the concentration gradient unless the pressure is

also large.

Equation (14), if valid for the present systems,

describes a "pressure-driven" diffusion. With an increase in

temperature, both the pressure and concentration gradients are

0 expected to increase and therefore cause an increased flow of

aluminum to the surface.

4.2 The Alloyina Reaction. Diffusion processes in the solid

state generally occur very slowly. The important difference in

the present systems is the intermetallic reaction. Table 2

gives the melting points for the two compounds, NiAl and PdAl.

These are 1638 and 1911 0 C. respectively. The melting point

of nickel is 1455 0 C. and that of palladium 1552 0 C. This

suggests that the attraction between these metals and aluminum

is fairly strong. The clear difference in the behavior of

0
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these metals in the present work indicates that the aluminum

alloying kinetics must differ in the two systems.

Pauling's theory of intermetallic compound formation

(Pauling 431) suggests at least one reason for the difference

in behavior. The electronegativity difference between Al/Ni is

0.3 while that of Al/Pd. 0.7. Accordingly, the Al/Pd

interaction may occur more readily, since there is a greater

probability for electron transfer from palladium to aluminum.

There is another significant difference between nickel

and palladium. The latter element has a relatively unstable

oxide, PdO, which decomposes completely at 877 0 C. On the

other hand NiO, like aluminum oxide, is a relatively stable

oxide and does not decompose until about 2000 0 C.

Finally, a further difference which has some bearing on

the diffusion process described above is the difference in

atomic radii. Both nickel and palladium have a smaller atomic

radius than aluminum. This difference is .185 Angstrom for

Ni/Al and 0.054 Angstrom for the Pd/Al system. The larger

difference for the Ni/Al indicates that an Al atom in a

nickel lattice would be under compression. Activation

energies for diffusion into Ni would be expected to be larger

than that for palladium.

0
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In conclusion, the preceding differences all suggest that

the Ni/Al alloying process is not as readilly initiated as

that for the Pd/Al reaction. Elevated temperatures, absence of

oxygen and efficient mixing would be required to successfully

bring about the Ni/Al alloying reaction.
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5. SUMMARY

The principle goal of this research, the preparation and

testing of a reactive aluminum system using the alloying

reaction of Al/Pd, has been successfully accomplished.

A summary of the important findings of this work is given

below.

1. An adherent palladium layer may be joined to aluminum by

electroplating it over a thin layer of nickel plate.

2. The minimum ignition temperature of reactive aluminum is

about 700o C.

3. The mass ratio of Al/Pd of 1/1 ignites readily but depends

on nickel content, which should be 5 % or less.

4. Aluminum reactivity is dependent on the Al/Pd alloying

reaction.

5. Ignition delay times are determined chiefly by the heat

transfer from the ambient medium and by the amount of nickel

in the sample. The ignition temperature depends on the melting

point of aluminum in its Pd/Ni envelope.

6. Aluminum "bursts" indicate state of compression of aluminum

in the metal composite.

5
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6. RECOMMENDATIONS

There are several questions to be answered with regard to

the nature of the Al/Pd reaction and its practical application

for use in reactive systems. A few recommendations for further

research and development are given below.

1. Determine electroplating methods to produce fine particles

of reactive aluminum for use as reactant in fuels.

2. Study other methods of ignition. A start on this work is

given in this report with regard to chemical initiation of

reactive aluminum with ammonium perchlorate. Heating with high

energy lasers and electrical sources are other ways by

which the reaction may be initiated.

* 3. Study the electrochemical properties of reactive aluminum

to study the possibility of producing electrical energy

directly from the alloying reaction.

4. Investigate the nature of the diffusion process in the

alloying reaction.

5. Develop electroplating methods for producing alternating

layers of reactive aluminum for use in reactive case

applications.
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6. Investigate other metals and alloys to produce different

reactive metal systems.

7. Study possible reactive metal systems using Pd/H2 as

previously proposed by this author(Armendarez, 17 )

5
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APPENDIX I. Sample preparation for Nickel Plating of

Aluminum.*

1. Rub with emery paper to remove oxide layer. Rinse.

2. Place in 10 % sodium hydroxide solution for one minute.

3. Immerse in 50 % HNO solution for one minute. Rinse.

4. Dip sample into zincate solution until surface is

uniformly coated with a layer of zinc.

6. Immerse in 40 % HNO3 solution for 30 seconds. Rinse.

7. Dip sample in zincate solution again. Rinse.

8. The sample in now ready for plating.

*Lowenheim, Frederick A.,"Modern Electroplating", p. 287,

John Wiley & Sons, Inc.,New York, 1974.
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Damae of Aircraft Runways by Aerial Bombs

I. nrd

Aircraft runways often are bombing targets in military operations. Bombs can be

designed to perforate runways, penetrate the underlying earth to varying depths, then

detonate. For a prescribed amount of destruction of runway area it is desired to know

the optimum depth of earth penetration and the optimum amount of explosive to minimize 0

bomb weight. The object of this researc; ; .o outline this problem in some depth,

define the basic data required for a comprei A i,. - lysis of the problem, and to collect

and discuss the experimental results which could be useful for checking the analysis

techniques forthcoming from additional developments on this problem.

The technique considered here for damaging runways consists of using a projectile-

type bomb dropped from an aircraft which would perforate the runway and penetrate to

the required depth as a result of the projectile's kinetic energy (possibly augmented by

a rocket) then the explosive would be detonated. The portion of the problem considered

here will be the determination of the (spherical) explosive pressure-volume-time

characteristics, the transmission of shock through the spherical shell of soil surrounding

the explosive (where the shock shell thickness is of the order of the explosive diameter),

the plastic compression of the spherical soil shell outside the shock spherical shell, the

elastic (and possibly the plastic) wave transmission to the concrete, then the response of

the (non-reinforced) concrete to the resulting pressure pulses. Techniques will be

discussed for handling venting through the hole made by the initial penetration of the
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bomb.

Each aspect of this problem, from the explosive out through the concrete, is

discussed in the following sections. Background review material is given in the

appendices.

HI. The Explosive Charge

In this analysis a spherical shaped (high explosive) chemical charge is used. In

developing the methodology for predicting runway damage any type of explosive can be

used and, for the purposes here, TNT is selected. The properties of TNT are taken from

Volume 9, Encyclopedia of Chemical Technology, John Wiley, 1980, NY (Pages 561

to 620, Explosives and Propellants Chapter). The density is 1.65x103 kg/m3, the heat

of formation is 0.293x10' J/kg, the heat of combustion is 15.02x106 J/kg, the heat of

detonation is 4.23xl(1 J/kg, and the detonation velocity is 6940 m/s.

For a given spherical volume of TNT if the volume is held constant during

detonation the pressure, of course, will rise dramatically. Assuming equilibrium is

reached at constant volume, then the post-detonation chemical composition is fixed and

the resulting pressure is fixed. The equilibrium chemical composition and pressure can

be determined using the NASA chemical equilibrium code. These characteristics of

course are intensive properties (they do not depend upon the amount of mass detonated).

The useful types of detonations are those in which the volume increases. Any

expansion which takes place will be adiabatic - since there just isn't enough time to

transfer heat. The purpose of the explosive is to do work and the maximum work which

5
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can be obtained is for a reversible expansion. A reversible adiabatic process is

isentropic. For this case, if the ideal gas law were valid, p9 = constant, where p is the

pressure, ;, is the specific volume, and n is the polytropic constant (which is c,/c, = k)

for isentropic expansions. The pressure, in general, is p = p, (P,/V) = piPi/ - thus

if the volume doubles, the pressure drops to 1/2 of its initial value. The pressure which

occurs is controlled primarily by the inertia and the limited compressibility of the matter

surrounding the charge.

The ma :mum work done - which is for the isentropic expansion (n = k), is

evaluated now. The work per unit volume of charge is
0

w 2  2 1  
I~ - k~t 2 - ~

WI-2i

k-i v k-' V k-1]

Thus, knowing the initial pressure and volume (i.e., the pressure after detonation is

complete but before expansion starts) and the final volume, the maximum possible work 0

could be evaluated using the above equation. However, the difficulty with the use of this

equation is that the expansion will begin before chemical equilibrium is achieved and

additionally chemical equilibrium composition would change continually as the expansion

takes place. One way of approximating this process is to let the detonation occur at

constant volume to (chemical) equilibrium then expand isentropically without chemical 0

change - then let the change to chemical equilibrium occur at constant volume. These

thre processes are shown in Figure 1.

Let us now consider the various processes for adiabatic expansion, see the p-,v
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diagrams in Figure 2. The constant pressure expansion, of course, is impossible. Heat

would have to be added to maintain the pressure as expansion occurs. The reversible

expansion is approached as the "piston" maximum velocity approaches zero. This

process is isentropic and produces the maximum possible work. No pressures above this

curve are possible for the adiabatic case. For the isothermal (and zero velocity)

expansion, again heat must be added. An adiabatic isothermal expansion process can be

obtained by following the dotted line. In this process the piston is suddenly brought to

a velocity much greater than the molecular velocity so that the pressure in the piston

drops to zero. The piston is moved to give the volume P2 without any molecules hitting

it then the piston is stopped and the pressure builds up to P2, the isothermal expansion

pressure. The work done by the gas, of course, is zero in this case. Any constant piston

velocity expansion will plot below the isentropic process. This presumably could be

represented by pv* = constant, where n > k.

In the case of the actual explosion the plot of the process will be below the

isentropic case. The actual curve can be determined from time-step integration of the

pressure generated by the explosive, taking into account the movement of the "wall'

• where the velocity is in the order of the molecular velocity coupled with the pressure-

spherical cavity size-versus time response of the soil. If all the explosive and soil

characteristics were adequately known then these calculations are straightforward - but

tedious.

The actual process is further complicated by the chemical reaction time-rate which

may be difficult to predict. If the reaction rate were known then it could be factored into

5 -
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the time-wise integrations. However, for the time being we are going to consider an

isentropic expansion coupled with the initial constant volume chemical change and the

final constant volume chemical change, see Figure 1. Thus, in our analyses here we use

the idealization of Figure I with the adiabatic-reversible process from 2 to 3.

I. Shock. Compressibility, and Elastic Waves for a Soherically Expanding Soil

Consider now the response of soil to a spherically expanding shock surface

produced by the explosive charge. Initially the pressure will be large enough so that a

spherical shock front will pass through the soil. When the pressure gets low enough the

particle velocity will drop below the speed of "sound" (in the soil) and the response

analysis will be different.

The motion of the soil behind the shock will be obtained by applying the three

equations - mass continuity, linear momentum conservation (in the radial direction), and

energy conservation through the shock. The equations are not steady state and the

internal energy term and the equation of state (or the Hugonoit which circumvents the

requirement for the equation of state) may be difficult to obtain. Other than these three

problems, the equations will be straightforward to compute with lumped parameter

techniques. Possibly we should start with the particle velocity at the TNT/soil interface,

with an assumed soil pressure. then compute the planar shock velocity. Let the TNT/soil

interface and the shock move at these velocities for time at. Next apply the three

conservation equations (and an assumed Hugonoit) to obtain the new density, velocity,

and internal energy. We will estimate the Hugonoit from the data given for metals and
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other (non-soils) given in the book, LASL Shock Hufonoit Data by J. Marsh, Univ. of

Calif., Berkeley, CA, 1980. Using this new particle velocity at the shock front, a new

shock velocity will be computed and these will run for At to get a new post shock

spherical shell. This process will be continued until the particle velocity reduces to the

soil sound speed.

What we now have is an expanding ball of gas; a spherical shell of heated and

compressed soil through which a shock has passed and for which the outer surface is

moving radially at the soil sound speed; and finally a surrounding mass of soil which,

except for the perforation region, has not sensed the oncoming shocked soil. The

pressure at the shocked/unshocked region is given by

p = vV/'L = cv/ = V = E, which could be in the order of 300,000 psi.

Soil researchers often use units of pounds per square foot which gives a pressure of 50

million psf - a large pressure!! Such a pressure should close all voids. Such high stress

* data are not available for soils but a volume reduction of 1/3 to 1/2 might be anticipated

for hydrostatic compression at this level. The energy of compression will be large and

will be all dissipated in the soil. Some plastic energy also will be used to spread the soil

laterally as the radius increases. This work is anticipated to be small.

The response of soil to a stress (below the shock level) applied in only one

direction is the "unistat". Such uniaxial load response for stresses up to 20,000 psi is

reported by Charles Robert Welch in the report "Hard Silo Analyses", Technical Report

SL-87-5-Report. U. S. Waterways Experiment Station, Vicksburg, Mississippi, 1988.

It may be possible to obtain stress-deformation from this report at these stress levels.
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Two difficulties anticipate with applying these data are that the stresses are an order of

magnitude too low and there will be stresses induced in the tangential direction.

As the soil compresses and spreads due to the radial movement this radial velocity

decreases. If the (static) pressure versus density were known for the soil then lumped

parameter techniques can easily be used to give the velocity as a function of time and

location. The static pressure versus density must not be confused with the locus of post

shock pressures versus densities (i.e., the Hugonoit) since the pressure wave is moving

below the sound speed. The lumped parameter analysis thus will be giving an ever

expanding spherical shell of compressed soil, continually adding new material to the front

surface, continually decreasing its velocity, and continually dissipating energy due to soil

compression and plastic spreading. The velocity will decay fast due to geometric

spreading and compression.

The pressure at the interface of this compressed mass of moving soil and the outer

soil will be relieved by elastic waves moving, of course, at the speed of sound (which

is larger than the interface velocity). Possibly the way to handle this is to apply a

discrete constant interface velocity for a short time increment, let it expand to the

boundary (including passing through the concrete) then reflect back in two parts (from

the soil/concrete boundary and the reflection from the top side of the concrete) then

return back to the compressed soil interface to begin accelerating the soil outside the

compressed interface. Of course this process would be continued repeatedly. This

would begin to relieve the pressure on the compressed slug, start accelerating the

uncompressed part, and start building the pressure at the soil/concrete interface. A

58(,10
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0

pressure on the bottom of the concrete as low as 1 psi (i.e., 1/300,000th the pressure at

the shock limiting radius) will lift the concrete. Thus, we are interested in very low

pressures so that the stress "build-up" from the superposition of these elastic waves

probably will be the cause of runway failure.

The shock limiting sphere may be only a few times the radius of the chemical

charge and the significant compression may be only ten times the radius of the charge.

Thus, a 6 inch diameter charge placed 60 inches below the runway (i.e., 20 charge radii

below the runway) might only interact with the runway as a result of elastic soil waves.

The time of application of these waves, as well as the intensity of the waves,

should result from the type of lumped parameter analysis as outlined above. No obvious

short-cuts appear at the present time.

IV. Resonse of a Concrete Slab to Imaulsive Loading

The major damage to the runway is anticipated to be due to an impulsive loading

on the bottom of the slab by the elastic waves where the loading time is large (possibly

by a factor of ten) compared with the time for elastic waves to travel from the lower face

to the upper face of the runway then return. Even if the epicenter of the runway were

spalled, or loaded with the highly compressed soil, the damage at the rim of the hole

would be produced by lateral elastic waves in the plate. Thus, the analysis discussed

here may be valid in either case.

The analyses discussed in the previous section will give the pressure versus time

and versus the radius from the epicenter. The concrete is taken to be non-reinforced

58-11
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since such runways are more easily repaired. There will be lateral (in plane) compres-

sive waves due to the Poisson effect as the concrete is loaded in the normal direction.

However, the major stresses may be that due to the non-linear "membrane-type" tensile

stresses as the concrete is raised. As this raising is taking place radial tensile stresses

as well as tangential tensile stresses will be induced.

Experiments on runways seem to indicate that the radial membrane stresses are

lower than the tangential stresses and that failure occurs because of the higher mode

response in the tangential direction. It should be possible to compute the radial stress

as well as the tangential stress using the first several vibrational modes of the plate (i.e.,

the concrete slab). This type of analysis would entail determining the first several free

vibrational modes for the slab, then determining the response in each mode due to

impulse loadings, using energy minimization, and then determining the tensile stresses.

The failure presumably will first be a set of 3 or 4 radial cracks to form petals. The

petals will then break off at their "roots" by membrane tension or by tensile bending

stresses because of the velocity imparted normal to the slab.

The effect of "venting" produced by the bomb entry hole may, or may not, be

significant to the overall damage. As such, this effect needs to be investigated. The

explosion with the hole directly over the center of the charge becomes an axially

symmetric (rather than spherically symmetric) problem. If the simpler idealization (i.e.,

ignoring the hole) does not accurately r "ch test data then the analysis would be

extended to the axially symmetric problem.
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V. Preliminar Predictive Model

In the following pages a model is presented which is more simplified than that

discussed in the foregoing pages. It is proposed to develop and use this model since it

appears to be an improvement over existing models and would certainly take less time

to become operational than the one discussed in previous sections here.

The proposed model consists of the products of explosion, soil elements in

spherical coordinates, and the structure with which the explosive reacts. The soil

elements are further subdivided by dividing a sphere into six equal volumes centered

along the three cartesian axes. These six volumes would be pyramidal with their

common apex at the origin of the coordinate axes, and each would have a spherically

shaped base, see Figures 3 and 4.

After detonation, the products of the explosion form a gas bubble which then

expands against the immediately surrounding soil. The expanding gas bubble will do

work on the soil in accordance with the laws of thermodynamics. The work input to the

soil can be estimated with the aid of the NASA chemical equilibrium code for the

reactants. This code has been applied to the detonation process for TNT to obtain the

thermodynamic properties of the gas bubble assuming a constant volume adiabatic

detonation. The resulting chemical equilibrium constant volume pressure from this code

was 15,386 atmospheres, while the specific volume was 0.00969 ft/lbm. Instantaneous

peak local pressures could be considerably higher than this at the detonation front.

A computer program has been written in Turbo-Basic for this model using the

following conditions:
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1) Soil is uniform in all directions.
0

2) Charge is originally spherical in shape.

3) The gas bubble expands according to pv4 = constant/where n is a constant.

4) The slab is a rigid body.

5) Each soil element is compressed elastically.

6) The gas bubble mass is continuously reduced by bleeding at some rate.

A schematic of the overall dynamic model is shown in Figure 5.

Values of the spring constants S(I) are obtained from

S ( I) - 2EA(1)
XR

where I is Young's modulus for the soil. A(I) is the average surface area of the element

and XR is the thickness of the element. The mass M(I) is obtained from the product of

element volume times soil density. Values of the damping coefficients C(I) were

obtained by assigning a damping coefficient to each uncoupled mass. The values of

CA(I) and AK(I) are simply the results of adding dashpots and springs in line.

= C(I) * C(1+1)
C(I) + C(I+!)

AK() = S(I) S(I+1)
S(I) * S(I+1)

The system of differental equations to be solved then becomes, for the elements along

the vertical axis.
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+ CA(I() AK( ( -Y - F
1 0(I) k(I) (l . M(I) 0

- CA(N-2)(. CA(N-3) .
+ M(N-2) (kV- 2 - M(N-2) - y?- 3)

+ AK(N-2) (Y,-2 - Y.-) + AK(N-3) (Y.- 2 - Y-3) = 0
M(N-2) M(N-2)

YNMCA(N)N ,-".) + CA(N-)1) (kM- Y,) 0

(AV)( M(N)

+ AK(N) (y. - YN.1) + AK(N-i) (Y - YN-1) = 0
M(N) M(N

M.+ CA (N) (9k. - km) + AK(N) (yK., - yN) = 0M(N+I)

There are N soil elements for each spherical plug. The (N+ I)-th element is the rigid

slab while F is the force due to the gas bubble pressure acting on the lower surface of

the inner soil element.

The computer program is reproduced in Appendix H. The program utilized a

classical fourth order Runge-Kutta integration. Other features built into the program

include:

1) The lowest element is allowed to move only in the positive direction.

2) When the lowest element attempts to move downward, it is attached to the 0

element immediately above it, and the integration proceeds.

3) The rate of bubble mass bleed is approximated by a time based decay.
0

4) Since the soil i, assumed uniform in all directions, only one set of differential
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equations is solved. The performance along each axis would be the same

until the blast effect reaches the slab.

5) The integration is stopped after 150 milliseconds, since breach appears

unlikely to occur after a greater time interval.

6) Iteration count is the number of time intervals to the particular event.

7) "B" is a count if the number of elements "welded" together by requirements

1) and 2) above.

A printout of the results for depths (H) of two feet and four feet also follow the' program

in Appendix H.

The model as presented in the current program could be modified in a number of

ways. A partial list includes:

a) Use any number of different soil types. (This would require additional

systems of equations.)

b) Use nonlinear springs connecting the mass elements.

c) Go beyond slab failure to include the loss of gases from the breach and the

ejection of debris.

d) Analyze bleed-down of gases both from the projectile entrance passageway

and through soil fissures.

e) Find a sound theoretical method of dealing with damping. The linear

damping coefficient was selected arbitrarily.

1) Utilize NASA chemical equilibrium code stepwise in the program to obtain

more accurate bubble pressures.
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g) If all of the above are implemented, use a mainframe computer. PC-AT will

not do!

The reader may observe that there are a number of additional modifications that would

be useful.

L. Reuired Basic Data and Analysis Develoment for a More Comprehensive
Predictive Model

Consider the basic data and analysis needs from the chemical explosive outward.

The sensitivity of the overall analysis results of the handling of combustion needs

to be determined. The approximation suggested by Figure 1 may be adequate.

An analysis procedure should be developed for the irreversible expansion of an

ideal gas at the moving explosive soil interface. This analysis could be patterned from

the analysis on Page 215 of An Introduction to Thermodynamics. The Kinetic Theory of

Gases and Statistical Mechanics, 2nd ed. by Francis Weston Sears, Addison-Wesley

Publishing Company, Inc., Reading, Massachusetts, 1953. Possibly an equivalent

polytropic coefficient "n", (when n > k = cV/c,) could be derived to simplify the

analysis.

Soil Hugonoits probably are available. These should be obtained then possibly

augment these with Hugonoits from Marsh (oc. cit., page 8) on materials similar to soils

to obtain a range of Hugonoits representative of soils. Using these Hugonoits go through 0,

the complete analysis of the runway response to determine the damage sensitivity to the

variation in Hugonoits. Since the soil shock shell is so thin it is anticipated that the
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Hugonoits so obtained may be adequate.

The energy dissipated from compressing and flattening soil at high pressures (I0W

psi) is needed. It is not anticipated that the dilational deformation (i.e., compression)

could be separated from the distortional deformation (i.e., the flattening). However, as

a first approximation the two deformations could be separated and the effects just added

linearly. Existing hydrostat and "unistat' data would be used. However, close to the

shock front the existing experimental data may be at stresses an order of magnitude lower

than the soil experiences during a detonation. The analysis is expected to be quite

sensitive to these parameters since the soil is the primary dissipater of the energy.

A very careful study should be made of "movies" taken of runway response to

detonations to evaluate the mechanisms of the radial cracks and the petml root failure

outlined here. In any case. however, the results of the analysis will either support or

negate the mechanisms outlined. Data needs to be collected on the strength of concrete

subjected to suddenly applied tensile stresses.

VII. Conclusions and Recommendations

A discussion has been presented of the phenomena involved in the response of the

soil and concrete runway slab produced by an underground explosion. A comprehensive

approach to the problem has been outlined and it requires the collection of data (along

with sensitivity analyses to evaluate the adequacy of the data) and the development of a

somewhat simplified) stepwise integration computer program. The comprehensive

approach would incorporate what is known about all aspects of the problem including the
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detonation physics, shock transmission through the soil, transmission of plastic pulses

through the soil, elastic wave transmission through the soil, and the elastic waves and

subsequent failure in the concrete runway.

In addition to the comprehensive model a simplified model has been presented to

predict the response. The simplified model uses more general parameters and does not

model each of the specific phenomena involved. However, the model can be used to

make predictions, the predictions can be compared with actual results, then the constants

can be adjusted to obtain agreement with the experimental results, and thus, can be useful

for planning future experiments.

It is recommended that both the comprehensive model as well as the simplified

model be developed. The simplified model should become useful within several months.

It will take a minimum of one year to construct the comprehensive model and then

evaluate its accuracy and to pinpoint the need for additional fundamental data.
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Appendix A: Longitudinal Shocks in Cylinders of Ideal Gas

Consider now a cylinder of solid (or a cylindrical tube containing gas or liquid)

subjected to a longitudinal displacement on one end. For our purposes it is convenient

to use a gas in a tube extending indefinitely in one direction with a piston at one end, see

Figure A I. The gas is at rest as is the piston then the piston suddenly is given a velocity

U.. The velocity used is greater than the speed of sound in the medium. As a result of

this piston motion a plane shock wave is established which travels at speed U, which is

greater than U.. The medium between the piston front surface and the aft surface of the

shock -wave all translates at velocity U, (U, is the piston velocity and is the "particle"

velocity). The pressure. pl, and temperature, T,, (pressure and internal energy) are

greater behind than p. and T. in front of the shock.

The mechanism by which the speed of the particles behind the shock can be U. and

the shock speed U, can be greater than U. can be well illustrated by the use of Figure A-

2. When the time has reached -Lb four of the blocks are moving at the particle speed.

UV

The shock front has moved from the first particle to the fourth so that

Us =4 (a~b)/ (4b/ U,] =U1,a

If a=b then U,=2U. The closer the particles (i.e., the denser the matenal) then the

higher the shock speed.

The mass continuity, momentum, and energy equations. (following pg. 514 of
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Lewit and Van Egbe' ) and using a reference frame moving with the shock disk are

PoUo = p1 ul (1)

po+poe. = P1 +PleUl (2)

eo+PVo+eJ/2 + e1+pl v,+ U1/2 (3)

whereP is the density, U. the velocity (Uo=UU =U,-Uo)' v is the specific volume, and

e is the -internal energy.

To gain insight into the shock mechanism it is convenient to consider the shock

medium as an ideal monatomic gas. In this case the state equation is p = (1/3)pr, where

r is the square of the fluctuation, thermal, or rms velocity. Further, the internal energy

is taken as just the translational kinetic energy of the atoms, i.e., e = (1/2)p7. Using

these assumptions and the velocities U, and U. the equations (1) to (3) are

poU, = p (US-UP) (4)

(1/3) povo+Po0' 2= (1/3) pP)+p (U-Up) 2  (5)

(5/6)r 3*(1/2)UE2 = (5/6)r+ (1/2) (Us-U) (6)

These equations clearly show the three unknowns U,, PI, and r. Solving (4) for P,

substituting into (5), then solving for T1 gives

'Lewis, Bernard, and Guenther Van Elbe. Combustion. Flames. and Explosions of
Q=, ' 2nd ed.. Academic Press, NY, 1961.

:This frame clearly shows that mass flows in from the right at velocity U, and out

to the left at velocity U,-U,. The lower out velocity results since the matter is
compressed.
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U

Also, r, from (6) is

To+ ( 16 / 5 ) UIUP- (3/5) Up 1

Solving (7) and (8) for U, results in

U 3 -
2U (9

Also

(-U) 2 +0C./9 +2

P,3 3 PO (10)

(2U) LO UP
3'2 a 3

The density, for the limiting case of ro=O is

(p) = 4p, (11)
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Appendix B: Huggaoits

In Appendix A the shock medium was an ideal gas for which by using the three

Rankine-Hugonoit equations (mass, momentum, and energy conservation) and the

equation of state it was possible to determine the post shock parameters U,, pl, 7,, and

P,. In munitions research the shock medium often is a solid ior which the state equation

is essentially unknown. What is done with solids is to perform shock tests using "flyer"

plates. Solid explosive is placed behind a flat plht-. and it is accelerated to impact

another heavy plate, see Figure B1. The explosive accelerates the flyer plate up to

velocity U. and then it impacts the catch plate. The catch plate sends a shock through

the flyer plate at velocity U, with respect to a frame fixed to the flyer plate just before

impact. The velocity of the plate U. is measured before impact and the time T- for the

shock to travel through the plate (with thickness t) is measured to give U, (=r).

Now, for a given test starting at given initial conditions and for a given value of U. the

velocity U, for the adiabatic shock process is measured. These tests can be repeated for

a number of values of U. to give a locus of shock end-points, see Figure B2. Each pair

of points A and B, are the data for one shock test.

If shocks were performed using an ideal gas at temperature r. the curve given in

Figure B2 would be represented by the analytical expression given by Eq. (9). Figure

B3 may be representative of the shock velocities for ideal gas, soil, and aluminum

initially at room temperature. No shock data are available for soil, but the soil is

expected to be between the aluminum and ideal gas curves.

Such a relation as given by Figure B2 or B3 often is termed a Hugonoit.
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However, quite often a Hugonoit is the locus of post shock points on a pressure versus

density plot, see Figure B4. The Hugonoit (i.e., p, vs pl) for the ideal gas is obtained 0

by manipulating (4), (5), and (6). Solving (4) for (U,-U,) 2 and substituting into (5) and 0

(6) gives 0

-3 POTO+PO 3 ap (12)5 1i 5 1z -z

+ ..o =J (13)

Using p. and p, and solving (12) and (13) for U.2 gives

= P1 (P,.-Po) _ 5P 1  Pop,-pipo (14)

P0 (P1 -Po) PO (p -p0)
or

4p.-po (15) 0

Again, the Hugonoit for soil is expected to be between the aluminum and ideal gas

curves and, of course, closer to the aluminum curve.

Often a "Hugonoit" is given by p = Bpm or p = Bp", as was done by Goldsmith,3

but it is emphasized that starting at one point (p. and p.) and ending at P, and p, that the

equation p = BpO only represents the end-points and the pressure and density do not vary

as given by p = Bp* as the material is shocked to pass through various pressures from

p. to p, - i.e. for an intermediate density p'(p° < p' < p) the pressure at that density is not

equal to B(p')* - thus p' B(p') .

3Goldsmith. Werner; ImpM , Pages 147 to 154, Edward Arnold Publishers, London,
1960.
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Appendix C. EaL%=e of a Shock from One Medium to Another and Reflection from

a Free udary 0

The primary consideration here is to be able to compute the passage of a shock

ftom soil to concrete but the same problem occurs with shock passage from the explosive

to the soil. This problem is considered on Pages 149-151 of Goldsmith, Werner, I

Edward Arnold, London, 1960.

Figure Cl shows a shock arriving from one medium and just ready to pass into

another medium then just after passing into the second medium.

At the shock I discontinuity

P1 (VI-VI) = POU; P1 -PO = Povp1(1-
1

) pl=BplyPI

where B is a constant (B=p,/p,") and y = ce/c,. For the shock front II

p2 (V2+V 2 ) = pl(v2+Vl)

p 2 -p1 = p (V2 V2) 2 (1
- P) P 2 = BP2y

P2

p 3 (V3 -V3 ) = p3 (V-V 2 ) = P4 (V3 -V4 ) = PV 3

P3-P4 = P 2 = Pp4V3 - 4- = F(p3)P2

These equations generally are solved by trial and error.

Figure C2 shows the free boundary case.

The shock equations for the incident shock are

poV = p1(V1-V1), p1 = poV1 V1 , p1 = f(PI)

From these equations pt, V,, and Pt can be obtained. For the reflected shock 0

po(V-V I.,l(V+V,) -pi = p,(V2+V,)(V 2-V,)

P2 M Po po = F(p) = 0
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Appendix D. Shock Decay of an Ideal Gas in a Longtudinal Tube

In the analysis of the previous sections we considered the response of a semi-

infinite tube of ideal gas with a piston which was given a step input velocity - where the

velocity was greater than the speed of sound. We will now determine what happens

when the piston velocity is suddenly reduced back to zero, see Figure D1. The material

between the piston face and the shock front is shown in Figure D2. The piston face

would have moved to II-lV if the pressure had not been removed. A "rarefaction' wave

begins traveling at the sound velocity c relative to the moving material so that in time

(At) 2 the reduced pressure region has traveled to 21-21, which is at a distance (Up+c)(At)2

from 1-1.

The speed of sound in the shocked media of course must be large enough so that

UP+c > U,, otherwise the rarefaction wave would never reach the shock front - which

would violate the first law of thermodynamics. The wave is adiabatic and its speed is

* (5I9C-,. Thus

c2 = (5/9) s-cR TO3U,,Up-34r (1)
Us

Note that the above condition asks the question - is the middle term > the right term;

UpUC= U+V591-rI-- U- 3UUp-3( > ' .U, (.U)2 r0 /9 (2)

The statement is easily shown to be true when ro=0 since the inequality reduces to
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U (3)
3

The time of application of the shock after the piston stops is such that

(U,-UP)[(At) 1 +(At) 2] = (UP+C)At2  (4)

0 This condition given by (4) gives the time At2 for the rarefaction front to catch the shock

front. In (4) U. is known in terms of U., (Atj is the independently controlled time of

application of the piston velocity, and Q is known from (1). Thus (At)2 can be obtained

as

(At)u - (Up-) at:1
* 2Up-Us~c

2U)2 + 9/9-u/32A+ U (2)=

*j - U3 U. (5)

We now know how to compute the pressure and temperature behind a shock front;

* the variation of the shock as a function of the time of application of the "piston" velocity;

and the distance the front travelled.

The contributions to the power balance for the shock are the piston velocity times

the post shock pressure (times the piston area) less the time rate of heating of the

material less the shock velocity times the unshocked region pressure.
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Let us see now how to apply this to predict the response to the detonation of a high

explosive. Consider a tube of gas with an explosive as shown in Figure D3. The 0

explosive, when detonated, will produce a force-displacement relation that depends upon 0

the properties of the resisting gas. Conceptually the pressure-displacement curve may
0

appear as shown in Figure D4. In this curve t is the explosive detonation time. When

the pressure drops to p. the piston stops moving and the shock stops. Even with these

very idealized conditions this problem is difficult, but quite tractable, to solve.

A much simpler idealization is to assume an explosive pressure and take a

displacement such that the pressure times the area times the displacement is equal to the

explosive energy. This then will give the shock front displacement and the post shock

conditions.

We need to consider several other things before we are ready to tackle the real

problem. These items are as follows:

1. How do we handle the passage of a shock from one medium to another (likm

soil to concrete)?

2. How do we handle the state equations for soil and concrete (rather than ideal

gases)? We will use "Hugonoits" for this.

3. What do we do about the strength of concrete (i.e., how do we handle

constitutive relations for the concrete and its modal response to a space and

time-varying impulsive pressure)?

4. How do we handle a spherical explosive, a spherically expanding shock in

soil. and its interaction with a planar concrete surface?
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Appendix E. Soil ConmresibilitV. Plasticity. lasticill. and Waves in a Confined
vS

In a spherical explosion, material cannot move laterally except for the motion

permitted by the radial expansion. Thus the lateral motion is constrained "kinewatically"

rather than dynamically. In order to obtain a basic understanding of the mechanisms

involved in the shock, compression, and pressure transmission in soils it is convenient

to discuss soil in a "slick" (frictionless) cylindrical tube with waves being transmitted

along the longitudinal axis of the tube.

A soil is quite different from a metal or a gas. In the latter two materials kinetic

theory can be developed to be at least reasonably predictable. However, a soil has voids

(often as much as 30%) and the "particles" generally are quite inelastic. It is not clear

that a thin shock layer would develop. Nonetheless if a Hugonoit were obtained

experimentally then the Rankine-Hugonoit equations should predict the soil shock

behavior. If a step function velocity (and pressure) were applied for a time to a tube of

soil and stopped suddenly then the soil shock velocity would decay just as the shock in

an ideal gas. Of course, in a spherical expanding shock the velocity will decrease very

0
fast because of the area increase with radius.

When the velocity drops to the speed of sound in the soil the shock stops and an

elastic wave is propagated forward. The stress, however between the final decayed

shock front and the first elastic wave front is very large (the stress equals the modulus
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of elasticity, say 300,000 psi) and the soil will compress4 possibly as much as 30%.

The equation for the stress is s = v25 and v = v/'r/- = c so that

S = v = A = E, see Page 597 Eq. (13.13) of Burr.' A compression

wave then will propagate close to the speed of sound and it will continue until the energy

is dissipated. The work of compression, of course, is essentially all friction work and

thus non-recoverable. The work of soil compression probably will be an appreciable

portion of the total energy for the optimal bomb.

To damage a runway it is necessary that this compressed slug of soil have an

appreciable velocity when the compression wave reaches the concrete.

In a spherical expanding soil, elastic waves will advance faster than the

compression front then the elastic wave can reflect back, if the boundary were free, and

reduce the stress at the front. The exact mechanism by which this occurs needs to be

delineated.

'There is no plastic response in the sense of plasticity of metals which will flow
laterally but keep the volume constant since in this case lateral motion is prevented by
the tube. In the spherical case there will be lateral motion but only to the extent defined
by a "slick" conical surface and caused by the radial movement.

'Burr, Arthur H., Mechanical Analysis and Design, Elsevier Science Publishing Co.,

Inc., New York, 1982.
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Appendix F. Response of Concrete Slabs to a One Dimensional Shock

Our interest here is in determining the response of a (semi-infinite) slab of concrete

loaded with a spherical pressure front. Our first problem will be the very simple, almost

trite, case of a planar shock input to a concrete with a thickness small enough that the

pressure pulse applied to the lower face has not dropped off significantly until te top

face of the concrete has been reached by the shock front. For simplicity we will

consider the uniaxial strain case (i.e., there is a Poisson effect but it produces stresses

only since the slab is restrained against motion perpendicitar to the "tube" centerline).

The shock will pass through the concrete and heat it, consequently reducing its strength.

During the shock reflection back into the concrete the concrete basically has its

compressive stress relieved and it begins moving outward at velocity v2.

The concrete can be damaged in two ways. Recall that in this idealized tube lateral

normal stresses are induced which prevent lateral deformation. One method of

destruction is to heat (by shock) the concrete to liquefy it. An extremely strong shock

would be required for this - or even to heat the concrete enough to significantly reduce

its tensile strength. Since we are really interested in determining the effect of a spherical

blast below a flat concrete slab, even if this heating failure were significant at the highest

loaded point on the slab, the various compressive and membrane induced tensile stresses

at large distances from the epicenter will produce the major failure so that such localized

effects as discussed above can be neglected.

The other mechanism of damage, which is much easier to produce, is by tensile

waves being reflected from the upper surface of the runway. These waves can produce
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spallaion and, even, complete break-up of the concrete. Here again it is anticipated that

for this case the membrane induced tensile stresses will produce the far-reaching damage

so that this spallation type damage is of no practical significance.

The mechanism which produces the major damage to runways may be the result

of an initial tensile stress induced by the membrane effect of lifting the slab. (Only a few

psi of normal stress is required to lift the slab.) The resulting tensile stresses can be

orders of magnitude larger than normal load per unit area. Normal pulse loadings will

introduce vibratory waves (stress on planes perpendicular to the runway) and the runway

response will be divided into the vibratory modes in such a way as to minimize energy.

Typical bending modes are shown in Figure F-l, which is taken from Page 236 of

William T. Thomson Theory of Vibration With ApMlications, 2nd ed., Prentice Hall,

Englewood Cliffs, NJ. 1981. The actual damage results from tests of runways are

reported by Alan P. Ohrt, "Phenomenology Associated with the Detonation of

Penetrating Weapons Beneath a Runway Slab", U. S. Army Engineer Waterways

Experiment Station Report, January 1990. Figures F-2 and F-3 typify the damage. The

damage patterns appear to be consistent with the mode shapes shown in Figure Fl.

Figures F-4 and F-5 show more severe damage and edge effects probably are affecting

these patterns more than in Figures F-2 and F-3. Even so, the patterns in F-4 and F-5

appear consistent with the membrane induced tensile stresses and the modes shown in

Figure F-1. Part of the circumferential failure patterns might be due to bending induced

as the triangular "petals" of concrete form and are in vertical motion.
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Appendix G. Forced _.. e of Disree and Continuous Du Elasti Sy

to a General Shae Pulse

flltrduc *

The large scale failure of concrete runway slabs due to a bomb detonated

underground is anticipated to be due to waves which essentially are elastic. The overall

mechanism considered is as follows:

1. The bomb makes a hole in the concrete as it enters. The centerline of this hole

could be greatly inclined to the runway. The hole provides some "venting" and

thus reduces the effectiveness of the high explosive. Initially,however, in the

analysis this venting may be ignored assuming that it produces a negligible effect.

2. A shock produced by the explosion almost certainly will not reach the bottom of

the runway and even a plastic soil wave probably will not reach the closest point

(i.e., the epicenter) of the runway. However, even if a plastic wave did reach the

runway there will be a circular area on the bottom of the slab with its center at the

epicenter which will be loaded with the plastic wave and which also is sufficiently

strong to exceed the elastic strength of the concrete. However, consider now a

circular annulus with its center at the epicenter, its inside circle being the same as

the circle described above, and its outside circle being at the position where the

normal pressure is not sufficiently large to raise the concrete slab. This annular

area will be orders of magnitude larger than the above defined circular area and

as far as damage analysis is concerned, the small circular area can be ignored.

The penetration hole and the two areas described above are shown in Figure G-1.
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In this figure r. is the radius at which the elastic strength of the concrete is

exceeded (this radius may be zero). The radius r. is the maximum disance at

which the slab will be raised up from the soil.

The concrete slab failure may be produced by bending or by membrane

stresses - but the initial analysis probably should be made on the assumption that

the membrane stresses produce the failure. To predict the failure, in principle, we

need to determine the elastic modes of vibration up to the highest one in which

failure does not occur then determine the elastic response due a "short" pulse

which consists of a pressure which is invariant at a fixed radius but which varies

with radial distance and varies with time where the time variation is not correlated

with the variation with radial distance. With a given impulse the response in all

the modes considered will be determined (simultaneously) and if the highest mode

response is negligible it will be assumed that the response for all higher modes is

negligible. It is possible that a higher mode could give a greater stress - if the

input happened to be harmonic with many cycles with a frequency matching the

frequency of the particular mode - which is unlikely.

In this appendix the fundamental analyses for predicting the model response

to pulse inputs are presented. This presentation begins with the response of a

single degree of freedom system to a single pulse then builds up to a discussion of

the response of a continuous system to a time, and space, varying pressure.
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Single degree of Freedom System

0
Consider a force which is applied for a short length of time compared with the

natural period of a single degree of freedom system. Let the impulse be I where

I = F(t) dt.

Note that At is the total time the force is non-zero. Since At is small compared with the

natural period (?C=29/W=2nii7 ) the actual shape of F(t) is of no consequence for

the overall response of the system and the magnitude of I is all that is of significance.

We'll use the Laplace transform approach, see Chapter 6 of System Dynamic by

B. Ogata, Prentice Hall. For an impulse in this approach, the Dirac delta function 6(t-t.)

is used. The units of 5(t-tj are inverse time, 5 is zero at all t except t., is infinite at t,

and I 6(t)dt = 1.0. Now F(t) can be written as F(t) - 15(t) and

fF() dt = fIrt)dt = If8(t) dt = I

The differential equation of motion for a single degree of freedom system (following

Ogata) is

mk+Y*kx+F(t) =I8 (t)

The transformed equation is

m(s 2X(s) -X(o) -k(0)] +c[sX(s) -x(O)] J+kX(s) =I

where x(o) and jc(o) are the initial displacement and velocity. Letting the initial

conditions be zero the equation then is
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ms2X(s) +sX(s) +kX(s) =I

and

X(S) I/m

s 2+ (c/m) s+klm

The inverse of this depends upon the damping factor t where C = b/(2fi) •

Concrete will be underdamped so that the solution is

X(t) - I e-avr7 s in [ r--C) I c]VkM (1-() 2

If the pulse is applied at t = to rather than t=o then

X(t) = I -- sin[-n (t-to) 1 (t-t o ) ]
VkM(1-(2)

where the function l(t-to) is zero for t < to and 1 for t > to.

If more than one pulse is applied say at tj, and t2 then

X( t) =X1 ( t) +X2 ( t)

where the functions x, and x2 are obvious from inspection of the general equation above.

This analysis can be extended easily to any number of pulses.
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0

Two Dj e of Freedom System

The analysis in this and subsequent sections is based on the book Ther of

Vibration with Applications 2nd ed., by William F. Thomson, Prentice Hall, Englewood

Cliffs, NJ 07632, 1981. Chapter 5 of Thomson considers two degree of freedom

systems.

An undamped two degree of freedom system is shown in the equilibrium position

in Figure G-2. The differential equations of motion for free vibration are

mk, +2kx-kx2 =0
mk2+2kx2-kx, =0

It is emphasized that such a system can vibrate in two independent modes. In this

case x, and x2 can be opposite in sign and have extreme velocities (zero or maximum)

at the same time or x, and x2 can have the same sign with extreme velocities at the same

time. For a given set of conditions where the system vibrates in one of these modes it

will not be vibrating in the other. These are uncoupled modes and are called the normal

modes of vibration.

5S
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The general solution of these equations is

1.()= A Cos Jkt+ e + B cos (2kt: +.02)

;(t) C 0 ({H + 0 ) + D cos (iE t+ 82)

where A, B, C, D, 46,and 02 are determined from the boundary conditions. If the

boundary conditions are such that A = C and B = -D then the equations are

x2(t) =ACOS( t + 0 B cos ( t + 6 2)

There thus are two combinations of the coordinates (x, and x2) forming two new

coordinates for which the displacement versus time is a single harmonic. Letting ch(t)

and q2(t) be these new coordinates with

q(L) W E COS ( :k t +

and

q2 (t) = Fcos 2- t +e2)

m0

The relations of q, and q2 to x, and x2 are

58-56



q, = - (XI + x = cos +

and

q2 = - (x 1 + x2 ) = A Cos + 0)

Also,

=q1 +q2
x2= q, -q2

Now if A is non-zero and B is zero the system will vibrate at () = 4 for if A
0M

is zero and B non-zero then the system will vibrate at w2 = FLk. The coorinates q

and ia are principal (or normal) coordinates. Given q,(t) and q2(t) the initial coordinates

x, and x2 are easily determined as functions of time.

Consider now the response of this system to an impulse "I" applied to the left mass

directed toward the right. The equations of motion are

m*, + 2kc - k2 8 &(t) = (t)

n.,2 - kx + 2kx)2 - 0

Substituting in terms of q, and q2 gives

* mrn + =12 +2 + kq + 3kq2 = I8(t)

mcl -m 2 + kq - 3kq2 = 0
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Adding

2m4,. + 2kq = I 6(t)

S

Subtracting

2M4 2 +2(3kq 2) =1 (t)

or

m + kq1 0 ~8t2I 0

mCq + 3kq2 = a 6(t)
2

The response for these equations is the same as for the single degree of freedom system

and half the impulse is applied equally to the two modes.

For systems with more than two degrees of freedom then the modal matrix

approach should be used. See, for example, the book Finite Elements Procedures in

Engineing Analysis (Chapters 9 and 10) by V. J. Bathe, Prentice Hall, Englewood

Cliffs, N.J., 1982.

In the concrete slab analysis the first several modes of membrane vibration should

be determined then the response due to the time- and space-varying input can be

determined.

S
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0

Abstract 
0

Ionic polymer membranes were investigated for use as

capacitor electrolytes after replacement of the proton with

other ions and after treatment with various solvents. No

other ions approached the effectiveness of the proton for

high capacitance. Water content in the membranes appears to

be essential to high capacitance.

Molybdenum nitride deposited onto zirconium metal was

found to have promise as an electrode material for high

energy capacitors, but additional development of the

preparation process is necessary to improve cohesion of the

Mo2N.

5
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I. Introduction 0

Earlie- tudies1 ,2 have shown that certain ionic 0

polymer membranes possess desirable properties for serving

as capacitor electrolytes. Functional capacitors utilizing

polyfluorinated carbon polymer chains with sulfonic acid

pendant groups have been fabricated by a shock loading

technique1 or by heat-processing at high pressure2 .

Unusually high capacitances were achieved, but several

factors severely limited the practical applicability of

these devices. The capacitors were limited to low voltage

applications owing to the presence of the proton as the

mobile ion, the capacitances were highly moisture and

temperature dependent, and equivalent series resistance

values were often unfavorably high.

This research was undertaken in an attempt to identify

and characterize the chemical features that relate to the

performance of ionic polymer membranes as capacitor electro-

lytes, and to make improvements in the materials and techniques

for fabrication of the high energy density capacitors neces-

sary in contemporary electronics applications.

II.O

The specific objectives of this research were to

determine whether superior electrolytic capacitors could be

produced by replacement of the protons of conducting polymer
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membranes with other ions and by treatement with various

solvents, and to discover new techniques and materials for

preparing high surface area electrodes.

III. Procedures and Results

Polymer Membrane Studies

The ionic polymer membrane used in this study was an

industrially prepared protonic material of proprietary

composition. The electrodes used for capactor fabrication

were 3/4 inch titanium disks coated with ruthenia (RuO2)

that were supplied by Pinnacle Research Institute. Earlier

studies2 showed that capacitors prepared with the acidic

polymer electrolyte and these electrodes could produce

devices approaching 1 Farad in capacitance.

To assess the effect of replacement of the protons by

other cations, samples of the membrane were treated with

excess aqueous solutions of the following bases: ammonia,

sodium hydroxide, pyridine and tetraethylammonium hydroxide

to give membranes with the mobile cations NH4+ , Na+ , C5H5NH+

and (C2H5)4N+, respectively. Capacitors were prepared with

these altered membranes (along with an untreated proton

membrane for comparison) by pressing in a hydraulic press

for five minutes at 15,000 lbs between platens preheated to
180 0 C. The press was shimmed to a gap of 9 mils so that the

polymer membrane would be pressed to a 1 mil thickness

0~59-5



between the two ruthenia electrodes (4 mils each).

None of the treated polymer membranes formed a 0

functional capacitor. Replacement of the proton with any

other cation appears to significantly increase the softening

temperature of the membrane so that full contact with 
the

microporous surface structure of the electrode was not

achieved at 1800. Firm adhesion to the electrodes was

observed only for the untreated proton membrane.

Repeated attempts to form capacitors of these treated

polymer membranes at higher temperature (2200 C) were also

unsuccessful, and there appeared to be some degradation of

the membrane.

The moisture content of capacitors formed from the

protonic polymer membrane has been shown 2 to be of vital

importance, altering the capacitance by as much as a factor

of 100. The possibility of using a solvent of lower

volatility and greater electrochemical stability

(non-protonic) in place of water was thus investigated.

Polymer membrane samples were soaked 24 hours in different

solvents, and capacitors were fabricated as described above

(1800). Each capacitor was charged at 1.00 volt for 5

minutes, then discharged through a coulometer. The results 0

for several solvents were as follows:
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Solvent Capacitance

acetonitrile 0.0184

dimethyl sulfoxide 0.0123

tetrahydrofuran --shorted--

isopropanol 0

glycerol 0

No satisfactory results were obtained. However when the

acetonitrile and DMSO capacitors were subsequently soaked

overnight in water, the value of their capacitances

increased to 0.4067 and 0.7135 farads, respectively. Water

appears to be a necessary constituent for high capacitance.

* Dimethyl sulfoxide has a remarkable effect on the

protonic polymer membrane. A 24 hour soaking in DMSO

softens the polymer significantly, and also causes

approximately a 50% increase in linear dimensions. The

ion-replaced polymer membranes (base treated) were therefore

treated with DMSO on the possibility that they would be

sufficiently softened to form capacitors at a temperature

below the degradation point of the polymer. It was found,

however, that the polymers thus treated did not retain their

integrity during the course of capacitor fabrication, and no

functional capacitors resulted.
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Electrode Studies

The use of ruthenia as an electrode material owes its 0

success to its metallic conductivity and its extremely high 0

surface area, along with its ability to bind to a metallic

substrate when properly prepared.
3 Molybdenum nitride has

also been shown to be highly conductive and have high

surface area when properly synthesized,4 and we have

investigated its properties for possible use as an electrode

material.

Molybdenum nitride was prepared by passing anhydrous

ammonia over molybdenum(VI) oxide, MOO3, in a furnace heated

to 320 0 C, and also by heating an intimate mixture of MoO3

and NH4CI to 320 0 C. Both methods produced a product that

was highly conductive when pressed into a pellet at 25,000

lbs. The latter method is preferable in that both reactants

are solids; the NH4Cl decomposes at the high temperature to

produce NH3 in situ. A disadvantage is that the excess of 
W

reagent allows for considerable recombination to NH4 Cl as

these gases exit the furnace and cool, depositing solid

which may obstruct the exit of remaining gases.

A similar synthesis of Mo2N was attemped by the

reaction of MoO3 with hydrazine hydrochloride, N2HsC1. The

mechanism of Mo2N formation would no doubt differ from that

of the ammonia synthesis, and it was expected that a

different surface structure would result.4 Despite the
S

greater reactivity of hydrazine compared to ammonia,

however, this synthesis was unsuccessful. The lower
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temperature at which N2H5CI dissociates to N2H4 and HCl

apparently allowed the N2H4 to volatilize away before

reaching a high enough temperature to react with the MoO3 .

Various attempts were made to form the Mo2N onto a

metal surface for use as a high surface area electrode.

These approaches utilized solutions of MoO15 (or MoC15 doped

with another metal chloride) to coat a metal, followed by

treatment with anhydrous ammonia at high temperature.

These procedures met with limited success. In one

attempt an HCl solution of MoCl5 and Tat15 in a 10:1 ratio

was sprayed onto a zirconium metal surface that had been

preheated to 2300 C. Eight to ten layers of the chlorides

were successively deposited after allowing each to

completely dry between spraying3. The electrode was then

placed in a furnace and heated to 3200 while NH3 gas was

passed over its surface during the course of approximatley 1

hour.

Another preparation used a corresponding mixture of

MoC15 and WC16 in ethanol (WC16 is insoluble in aqueous

HCl). This solution was also sprayed onto zirconium metal

and the resulting electrode was treated similarly with

ammonia.

Capacitors were prepared using the protonic polymer

* membrane and 3/4 inch squares of each of the electrodes

described above. The MoCl5/TaCl 5 electrodes produced a
capacitance of 0.0130 farads, and the MoC15/WC1 6 capacitor

0 produced a capacitance of 0.0539 farads (1 volt charge for 1

minute). Although not impresolvely high, the latter of
S59-9



these values is as high as is sometimes achieved with

ruthenia electrodes in the absence of moisture.

Consequently this capacitor was soaked for 24 hours in

water to assess the effect of moisture, but this treatment

caused the capacitor to de-laminate, and further testing was

not possible. This material may prove to be an effective 0

electrode if the self adhesion of the Mo2N can be increased

by improving the preparative technique.

Another approach to increasing the electrode surface

area was attempted by means of metallic silver filament

growth into the polymer membrane. These silver filaments,

in contact with the electrode, would constitute additional

surface area.

The reduction of silver halides in conventional black

and white photographic processes causes filamentary growth

of the metallic silver.5 Silver filaments were formed in

the polymer membrane analogously. The protons were replaced

by silver ion by equilibrating in aqueous silver nitrate

solution. The silver was precipitated in the membrane by

treatment with potassium bromide, then subsequently reduced

with alkaline hydroquinone.

While the chemical reactions appeared to proceed as

expected, the resulting membrane suffered the problems of 0

the other ion-replaced membranes and was not processable as

a capacitor material.

IV. Recommendations

Replacement of the protons of the polymer membrane with
0

other ions has so far proved ifeffective at improving
59-10
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capacitor performance. So also have the attempts to replace

water content of the polymer membrane with other solvents.

Other ions and other solvents as yet untried may prove

effective, individually or in combination, but the most

promising route to improved capacitor performance appears

to be via electrode development.

The Mo2N on zirconium deserves further study. Instead

of spraying multiple layers of MoC15 solution onto the

heated zirconium, the electrode should be treated with

ammonia to form Mo2N after each spraying so that subsequent

layers of MoCl5 will each be deposited on pre-formed Mo2N.

This should provide a more cohesive and stronger attachment

of the structural units of the electrode surface.

Recognizing the importance of surface area to
capacitance, it seems desirable to investigate the possible

application of electronically conductive polymers for

electrodes.6 If these polymers can be melt-blended or

heat-pressed together with the ionic conductive polymers to

form an interpenetrating polymer network, such a material

blend could serve as an electrode with an immense surface

area when placed in contact with the protonic polymer

membrane used in this study. Such a system could provide an

essentially limitless "surface area" depending only on the

quantities and ratios of quantities of the two polymers.

0
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MULTISENSOR SEEKER FEASIBILITY STUDY FOR MEDIUM RANGE

AIR-TO-AIR MISSILES

by

D.V. Satish Chandra

ABSTRACT

Seekers are carried on a missile for the purpose of guiding

the missile to its target. Multisensor system is expected to

improve the performance of the missile seeker and add the

capability for countermeasures. One possible configuration of

incorporating multiple sensors into a missile seeker, considering

its light weight and small volume, is to use a body-fixed radio

frequency conformal array and a gimballed infrared detector array.

Conformal discrete wraparound microstrip array and continuous

wraparound microstrip antenna are identified as the potential

candidates for multimode missile seeker applications. The design

and performance of these arrays are briefly discussed. A

comprahensive summary of the advantages and disadvantages of

conformal microstrip antenna system is also presented.

Methods of integrating- information from multiple sensors

including Bayesisn reasoning, Dempster-Shafer theory and Fuzzy set

theory are discussed with an emphasis on the Dempster-Shafer

approach. Approaches for managing uncertainty associated with the

sensor reports are also investigated.
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1.0 INTRODUCTI09f

The capabilities of intelligent systems can be increased by

using multiple sensors. In a multisensor system each sensor may

operate over a different region of the electromagnetic spectrum and
0provide different measurements, or more than e sensormay dia.d

__m t :etvi - dltint

-tsenw fusion problem consists of effectively int:egrting the

data from the sensors so as to increase the accuracy and

reliability of the intelligent system.

The Advanced Development Section of the Air-to-Air Guidance

Branch of the USAF Armament Laboratory at Eglin Air Force Base is

interested in developing advanced medium range air-to-air Jissile

seekers which would contain multiple sensors. The Advanced

Development Section is particularly interested in incorporating

active/passive infrared sensor and active/passive radio frequency

sensor into the missile seeker. Multisensor system is expected to

improve the target detection and tracking performance of the

missile seeker, and also add the capability for counter measures.

my research interests have been in the area of signal

fllmssing image pro ng, and autmatic tarqat rWwgition. My

previos work on the development of algorithms for automatic

registration and recognition of television and infrared images

contributed to my assignment to the Advanced Developw -nt Section of

the Armmmnt Laboratory for multisenuor seeker feasibility study.
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2.0 OBJECTIVES

Air-to-air missiles built to date use either radar or infrared

* sensors for the purpose of guiding a missile to its rget. There

is a limit to the performance that can be achieved with a single
0

sensor missile seeker. The performance of a missile seeker can be

improved considerably by incorporating more than one sensor into

the missile seeker. A body-fixed radio frequency conformal antenna
0

array and a gimballed heterodyne/direct infrared imaging detector

array were identified as the promising design options for the

multimode missile seeker during my 1989 Summer Faculty Research
0

Program. The conformal array has the advantage that it does not

require moving parts thereby reducing demands on space and power.

One of the objectives of this research is to investigate the

suitability of various types of conformal antenna systems for

missile seeker applications and to develop mathematical models

describing the performance of such antenna systems. The focus of
0

this research is also to determine efficient ways of integrating

data from multiple sensors to achieve a performance superior to

that can be achieved using a single sensor. Approaches for managing

uncertainty associated with the sensor reports are also being

investigated.

0
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3.0 CONFORMAL ARRAY FOR MISSILE SEEKER

Application of conformal array to missile seekers has the

advantage that it does away with moving parts, thereby reducing the

demand on space and power. It can also make use of the missile body

more efficiently.

Conformal array consists of a thin, lightweight, phased array

radar with distributed transmitter/receiver modules arranged in an

antenna architecture that is curved to conform to the body of the

missile. The transmit/receive modules will use the latest

monolithic microwave integrated circuit (MMIC) technology.

Omnidirectional radiation pattern can be obtained by wrapping

a microstripline around the circumference of the cylinder and

feeding it at a number of points distributed uniformly along the

circumference of the cylinder. Microstrip antennas are well suited

as conformal antennas since they are thin printed circuit antennas

that allow transmission and reception of electromagnetic energy and

can be conformed to the shape of the missile body.

3.1 Microstrip Antenna

A microstrip antenna consists of an array of efficient

electrically thin microstrip radiating elements and integrated

microstrip feed network, matching network, phasing network,

switching network, and filter network. Conformal wraparound

microstrip arrays provide omnidirectional coverage. The radiation

pattern is a function of the diameter of the missile. The

microstrip element consists of a rectangular photoetched element

fed with a coaxial feed.
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Two types of microstrip-antenna elements are commonly used:

1. Rectangular microstrip antenna element (Figures 1 and 2)

2. Quarter-wave microstrip antenna element (Figure 3)

The Commonly used microstrip feed networks are

1. Series feed network(compact and high efficiency),

2. Corporate feed (parallel) network, and

3. Hybrid and center feed network.

Two types of microstrip arrays are commonly used:

1. A continuous microstripline radiator wrapped around the

circumference of a cylinder and feeding it at a number of

points distributed uniformly along the circumference of the

cylinder for linear axial polarization.

2. An array of discrete radiators along the circumference of

the cylinder for omnidirectional circular polarization.

3.1.1 Continuous Wraparound Microstrip antenna

A deep lathe cut of thickness t is made in the cylinder of the

missile and the antenna wrapped around so that it is flush with the

surface of the missile body. The thickness t is determined by the

commercially available board thicknesses and the required

bandwidth. Most board thicknesses are available in steps of 1/32

inch. A continuous microstrip antenna wrapped onto the missile is

shown in Figure 4. The radiator is a very wide patch fed by a

corporate feed network.

The microstrip feed network is a corporate (parallel) feed

network with 100 ohm twin-lines and quarter-wavelength transformers

at the junctions. There is also a quarter wavelength transformer

60-7
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0

between each dipole and its feed line. An example of the

printed-circuit-board design for an 8-inch diameter missile is
a

shown in Figure 5. The E-plane radiation pattern for this

wraparound antenna is shown in Figure 6.

The continuous roll and aspect plane radiation pattern

provided by the wraparound antenna is highly desirable for accurate

tracking of targets. In addition, the use of quarter wavelength

microstrip elements as radiators has the advantages of requiring

less surface area and providing a uniform radiation pattern.

3.1.2 Discrete Wraparound Microstrip Array

In this approach an array of discrete radiators are placed on

the circumference of the cylinder and excited in some phase and

amplitude. One-eigth of a circularly polarized omnidirectional

array is shown in Figure 7. Eight such sections are placed end to

end along the circumference of the missile and are fed in phase to

form a large circularly polarized omnidirectional array.

Other variations in the arrangement of microstrip radiating

elements are also possible. The radiating patches in the

cylindrical array can be excited in two different modes:

1. The radiating elements are oriented axially (parallel to the

axis of the cylinder) along the cylinder and the patch is called

an axial patch (axial elements).

2. The radiating elements are oriented along the circumference of

the cylinder and the patch is called the circumferential patch

(azimuthal elements).
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The X-band arrays of 4x4 microstrip elements with axial

polarization and azimuthal polarization are shown in Figures 8 and

9, respectively. In order to compensate for the curvature of the

cylinder a phase difference between the excitation voltages of

central and external columns is to be introduced. This phase

difference corresponds to the propagation path difference between

the columns.

Phase difference= 2 (r+t) (Cos 3d/2 Cos d/2

(r+t) (r+t) (1)
=(2nvfe-At ) /10

=6

where r = radius of the cylinder

t = combined thickness of polyethylene substrate and the

layer of printed elements together with the feed network

d = interelement spacing in the azimuthal direction along

the arc

At = feedline length difference
6

e = effective dielectric constant in the microstrip line

X. = free space wavelength

Microstrip antennas offer compatibility with mir-ostrip

circuits. Smoother element patterns can be obtained by limiting

element spacing to half the wavelength suggesting that low sidelobe

cylindrical arrays are feasible with proper element design.

Several models [7, 12, 13] such as transmission line model, Dyadic

Green function model, Hankel transform model and radiating aperture

model can be used in the analysis of conformal antenna system. The

design considerations of conformal microstrip antennas are
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0

presented in Appendix 1. The benefits and some of the problems

associated with conformal microstrip antennas for missile seeker
0

applications are summarized in Appendix 2.

4.0 MULTISENSOR FUSION
0

The information provided by multiple sensors can be used to

increase the reliability, survivability, and performance

capabilities of intelligent systems. In a multiple sensor system

data can be fused at the central level, sensor level or some

combination of both. With the first option, complete sensor

observations (raw data) are transmitted to the central processor.

Central level fusion is probably the best if the data from the

sensors can be transmitted without delay and system can provide

adequate communication bandwidth. In a sensor level or fully

d4 stributed system, all the information processing is done at the

sensor and the results are available at a central location for

making the final decision. With the third option, some signal

processing is done at the sensor and partial results are

transmitted to the data fusion center for further processing. Even

though central level processing can provide better results, some

sort of distributed processing is more attractive for many

applications due to cost, reliability, and communication bandwidth

considerations. The generalized multisensor system architecture is

shown in Figure 10.

Data fusion process includes the collection, association,

aggregation, and merging of data in order to represent the tactical

60-14
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0

situation accurately. The sensor fusion problem consists of the

development of methods to control and combine the data from
S

multiple sensors for tracking and identification. By fusing data

from multiple sensors the probability of detecting a target or

sustaining a track can be improved over that of a single sensor.

Track data consists of a set of contacts over a period of time

referring to the same object used to calculate course and speed.

For example, radar tracks exhibit breaks when the target goes out

of range, or into clutter, or the set is jammed. This arises the

need for correlation in time of data from the same sensor as well

as correlation between sensors. The tracking problem consists of

associating the measurements from one or more sources to form a

trajectory or track of an object.

Sensor measurements are often characterized by uncertainty.

These uncertainties result from lack of sensor coverage, conflicts

and ambiguities in reports, or inaccuracies in measured data.

Sensor fusion methods, therefore, should have the ability to deal

with conflicts in evidence and to make predictions in the presence

of conflicting evidence. Various methods have been proposed to

represent uncertainty associated with sensor data. Fusion

algorithms may then be used to provide a more accurate decision,

reducing uncertainty in target detection and tracking. The more

prominent methods used for combining evidence provided by multiple

sensors are Bayesian methods, Dempster-Shafer theory, and fuzzy set

theory.
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4.1 FUSION METHODS

4.1.1 Bayesian Approach

In Bayesian approach the parameters that quantify the

certainty of an event (belief) are viewed as conditional

probabilities and information from each sensor is represented as a

probability density function. Bayes rule is used to combine the

associated probability distributions to compute a joint a

posteriori distribution function. A likelyhood function of this

joint distribution is then maximized to provide the final fusion of

the sensory data to select the most likely hypothesis.

Bayesian theory is based on the following three axioms:

1. P(0) = 0, where 0 is the impossible event

2. P(S) = 1, where S is the certain event

3. P(A U B) = P(A) + P(B), where A and B are mutually

exclusive events

Bayesian approach uses Bayes' rule to update belief in a

hypothesis based on new evidence. One of the criticisms on the use

of Bayesian method is regarding the validity of the inversion

formula

P(w1 /X) = P(X/wi) P(w) (2)
P(x)

It is also argued that P(wi/X) should represent a belief rather
than an objective probability. Other criticisms are that Bayesian

approach is incapable of dealing with uncertain evidence, pooling
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0

of evidence and multivariabled hypothesis. Also, it is difficult to

collect all the a priori conditional and joint probabilities

required, which leads to the imposition of simplifying assumptions

that may or may not be valid for the given domain. In order for

Bayes' formula to yield accurate answers, all possible outcomes

must be disjoint. However, computational methods based on Bayes'

rule have an axiomatic foundation and well understood mathematical

properties. In addition, Bayesian methods generally require only a
0

modest amount of computation. Therefore, this approach is well

suited for applications where probabilities are known or can be

acquired with reasonable effort.
0

4.1.2 Dempster-Shafer Evidential Reasoning

The Dempster-Shafer (D-S) approach uses degrees of belief for

representing uncertainty and allows one to assign degrees of belief

to subsets of hypotheses. In the case where evidence is provided by

sensors, these belief functions could be derived from sensor

reliability data. The D-S theory distinguishes between ignorance

and uncertainity by assigning a belief interval to an hypothesis.

The upper and lower limits on the belief interval give an
0

indication of the certainty of the hypothesis, while the width of

the interval is a measure of the ignorance about the certainty

measure. The D-S theory also specifies how multiple sources of

evidence can be combined. This capability holds much promise for

sensor fusion applications. In contrast to Bayesian theory, D-S

theory makes no probability distribution assumptions in order to

combine evidence.
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In D-S theory a set of n mutually exclusive and exhastive

propositions (facts or hypotheses), such as that the target type is

A,, A.2, ...,A,, is called a frame of discernment S. Each element of

the set S is called a singleton. An hypothesis is represented by

any subset F (including S itself, the empty set 0, and each of the

singletons) of the frame of discernment S. The evidential reasoning

method assigns a probabality mass, m(A), to any of the original n

propositions or to the unions of propositions. Thus, there are 2'

propositions that may be assigned probability masses. In Bayesian

approach probabilities are assigned only to the original n

propositions. These masses are in the range [0,1] and must sum to

1 over all hypotheses. The set of all 2a subsets (facts) of S is

called the power set. The 2m elements of the power set are referred

to as focal elements.

The quantity m(A) is called A's basic probability assignment

(BPA) and is understood to be the measure of the belief that is

committed exactly to A. The quantity Bel(A), for some BPA m, is

used to represent the total belief in A, which indicates certainty

in A and its subsets.

Bel(A) = m(B) (3)

and satisfies Bel(0) = 0 and Bel(S) = 1.

The BPA m , assigned by evidence i, must be chosen such that

m,(A,) = 1; A, a S and m() = 0. (4)

60-19



0

The quantity of belief that remains unassigned after various

amounts of belief are assigned to all proper subsets of S is
0

represented by m(S).

The D-S theory is based on the following three axioms:

1. Bel(O) = 0

2. Bel(S) = 1

3. Bel(A, U A2 U ... U A) > E Bel( ) - E Bel (A, n ) +i i<j.. (-1)2' Be(A, n ... nA

Where A,, A, ... , A are subsets of S.

In D-S theory uncertainty is viewed as a degree of belief. Due

to the incomplete and imprecise nature of information, the D-S

theory represents the belief in a proposition by an interval

[Spt,Pls] in [0,1] rather than a point. The lower bound "Spt"

called the supportability varible, represents the degree to which

the evidence supports the hypothesis. The upper bound "Pls"

referred to as the plausibility variable, represents the degree to

which the evidence fails to refute the hypothesis. The width of the
0

interval (Spt - Pls) represents the amount of ignorance in the

hypothesis. Complete ignorance is represented by the interval

(0,1). Shafer's belief functions provide an adequate model for the

interval uncertainities.

Definition 1:
0

The support of a given hypothesis A is defined as the sum of

all beliefs in all focal elements that imply the hypothesis.

Sup(A) = Bel(A) = F m(B) (5) 0
BCA
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Definition 2:

The plausibility is the support given by the evidence for all of

S outside of A.

Pls(A) = 1 - Bel( ) (6)

Evidence Combination:

After relavant evidences are gathered and the corresponding BPA

assignments are made, the supports for hypotheses are combined. Given

two observations corresponding to hypothesis sets X and Y, with BPA

assignments m,(X) and m2(Y), D-S rule computes a new function which

assigns m,(X)m2 (Y) to the intersection of X and Y. Since there are

typically several subsets of S whose intersection is the same as that

of X and Y, the BPA assignment of the combined function, denoted by

0 m = m, ( i., for every hypothesis set A, is computed from

m1 @m2 (A) - I 1(7XI) m2 (Y ); and

1-k = A (7)

*A A 0

m1 @m2 (A) O, for A = 0

Where k = . (Xi) M2 ( Yj).

k = 0

* If there are j pieces of evidence then m = m, ( i% ... ( D.

If A is a singleton, Bel(A), the total belief committed to A, is equal

to m(A) since the contribution from BPA of its only proper subset 0 is

zero. The essence of this theory is best shown by the following

examples.

0 60-21



Example 1:

Suppose a sensor based on its observations declares the

0presence of a target with a degree of support 0.8 (80% confidence).

The probability mass assignments for the sensor's observations is

defined as follows:

m 1 (T) = 0.8

, (S) = 0.2

The assignment 0.2 to m,(S) represents the uncertainty associated

with the rules used to identify the target. Similarly the mass

assignment vector for the second sensor making independent

observations can be defined as follows:

m()= 0.4

Demster's rule of combination can be used to combine m, and m2 to

form a resulting mass vector. A matrix of mass assignments is

formed with rows representing the mass vector of sensor 1 and

columns representing the mass vector of sensor 2. The elements of

the matrix for a given row and column are the product of the mass

values of that row and column.

m,(S) = 0.2 ie(S) = 0.08 m(ST) = 0.12I ~I

m,(T) = 0.8 m(TnS) = 0.32 m(T) = 0.48
I ~I6

2(S)= 0.4 m(T)= 0.6

The resulting mass vector computed according to (7) is given by,

m-= [1(T) = 0.921

m(S) = 0.08]
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Here m(TnS) = m(ST) = m(T)

It is to be noted that the fusion of data has increased the target

detection confidence to 92% and reduced the uncertainty to 8%. The

support and plausibility values for this hypothesis are computed as

shown below.

Support: Spt(T) = m(T) = 0.92

Plausibility: Pls(T) = 1 - m(T) = m(T) + r(S) = 1.0

If a third sensor is available, its observations can be used to

update the resulting mass vector in a similar manner.

Example 2: Heterogeneous evidence

Suppose two sensors give independent declarations about two

different targets T, and T2. The corresponding mass assignment

vectors are defined as follows:

m,(TI) = 0.4 m2 (T,) = 0.3
m,= m,(T2) = 0.5 m2 = m2(T2) = 0.6m, 0( S )  0.1 (S) =0 -1

m,(TI)=0.4 m(T)=0.12 m(TnT2) =0.24 m(S)=0.04

m,(T 2) =0.5 m (T2 T,) =0.15 m(T 2)=O. 3 m(S)=0.05

m,(S)=0.1 m(S)=0.03 m(S)=0.06 m(S)=0.01

m2 (T,) =0.3 m2 (T2) =0.6 m2 (S) =0.1

Where m(T 2 n T,) = m(T, n T2 ) = 0, and these mass values are assigned

to a null hypothesis or to a measure of inconsistancy denoted by k.

In this case the new mass vector is computed by summing the

appropriate entries in the matrix and dividing by the normalization

factor (1-k).
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The resulting mass vector is

m(T,) = 0.2
m= m(T) = 0.49

(s)= 0.31

Where k = 0.15 + 0.24 = 0.39. The support and plausibility for the •

two hypotheses can be computed as shown below:

Spt(T,) = m(T,) = 0.2

Pls(T,) = 1 - m(T2) = 1 - 0.49 = 0.51

Spt(T,) = m(T2) = 0.49

Pls(T,) = 1 - m(T,) = 1 - 0.2 = 0.8

The D-S theory combines the Bayesian notion of probabilities

with Boolean notion of sets and relaxes some of the extensive

information requirements of classical Bayesian probability theory,

while maintaining its formal appeal. In D-S theory it is possible

to assign belief to a subset without assigning belief to any of the

individual elements of that subset, which is not possible in the

Bayesian approach. However, the theory assumes that the pieces of

evidence are independent. Another criticism is that there is no

theoritical justification for the combination rule.

4.1.3 Fuzzy Set Theory

A fuzzy set "A" in a space of points X={x} is a class of

events with a continuum of grades of membership and is

characterized by a membership function MA(x) which associates with

each point in X a real number in the interval [0,1] with the value

of AA(x) at x representing the grade membership of x in A.

Intutively, the larger the value of MA(x), the more x e A. Values

60-24
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assigned by a membership or characterstic function should not be

interpreted as probabilities. In other words, fuzzy logic deals

with propositions of the form "x e A," where A is a fuzzy set and

the truth of the proposition is given by AA(x).

Evidence Combination:

In fuzzy set theory there are many ways to combine pieces of

evidence obtained from multiple sensors. One possible approach is

to use the min operator.

IAAn8 (x) = min (AA(X), .AB(x))

The use of this operator to fuse the data of Example 1 replacing

the mass assignments with A gives the following result.

A(T) = 0.6 and A(S) = 0.2

A different choice of operator would give a different result.

Fuzzy logic approach is well suited for applications where the

evidence itself is fuzzy in nature. In addition, it has great

flexibility, and low information and time complexity.

Neural networks can also be used for evidential combination.

Neural network in addition to its learning capability, has the

advantage of extremely fast implementation and graceful

degradation. The full potential of neural nets for data fusion

applications remains to be investigated. Other heuristic methods

such as voting schemes and possibility theory are also being used

in making decisions in a multisensor data fusion environment.

Heuristic methods use the experience based on large training sets.
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5.0 RECOMMENDATIONS

Technological advances and latest miniaturization techniques

in the design of sensors and associated components have made

feasible thi development of a missile seeker employing multiple

sensors requiring extreme computational requirements. Use of the

body-fixed antenna, conformed to the cylindrical shape of the

missile body, as one of the sensors in a multisensor seeker is

suggested as a promising design option as it allows the space 0

inside the missile body to be kept free for other gimbal mounted

sensors.

Microstrip antenna technology is considered most suitable

for conformal antennas in missile seeker applications because of

its low profile and light weight. Two forms of microstrip

antennas, a continuous radiator wraparound microstrip antenna

that wraps around missiles to provide omnidirectional coverage,

and a cylindrically shaped monolithic microstrip phased array

that provides an electrically steerable beam with high gain are

suggested as the desirable options for use in missile seekers.

Calculations based on analytical models show that conformal

printed arrays designed with proper inter-element spacing and

phasing can have directivities close tc that of planar arrays

with the same number of elements. Bandwidth can also be increased

by increasing the substrate thickness and by combining several

patches with similar resonance frequency on the same or different

layers of an antenna structure. A corporate feed network offers

greatest design freedom to the radiating elements with wider

bandwidth and radiation pattern control. The low profile, low

6-26
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cost, light weight, ease of manufacturing and ease of integration

with solid state circuit devices will continue to outweigh other

disadvantages of microstrip antennas in the context of seeker

requirements. In addition, microstrip antenna technology has now

reached a level of maturity that makes feasible the use of

conformal microstrip arrays on missiles.

In order to develop a robust system which employs multiple

sensors it is necessary to integrale information from multiple

sensors in an efficient way. Even :-..gh the performance of a

decentralized fusion system is subor'.,-l in comparision with a

completely centralized system due to loss of information in local

processing, some sort of decentralization in processing is

preferred from the point of view of system reliability,

survivability and computational complexity.

Bayesian fusion methods have strong theoretical foundation

and are well suited for applications where precise probabilities

are known or can be acquired with reasonable effort. However,

Bayesian approach is incapable of dealing with uncertain evidence

and polling of evidece. Sensor measurements are often

characterized by uncertainty. These uncertainties result from

lack of sensor coverage, ambiguities in reports, conflicts in

reports, or inaccuracies in measured data. Both Dempster-Shafer

and fuzzy logic approaches are capable of representing

uncertainty in sensor data and providing a more accurate estimate

of measurements, reducing uncertainties in target detection and

tracking.
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APPENDIX I

DESIGN CONSIDERATIONS
0

A. Wraparound Antenna Design 0

The design equations (1, 2] for the wraparound antenna operating at
0

2270 mHz (Figures 4 and 5) are as follows:

1. Resonant length of the radiator L = X./2 //,

where X. is the free-space wavelength and c, is the relative 0

dielectric constant of parinted-circuit substrate.

2. Width of the radiator W = r D

where D is the diameter of the missile.

3. The number of feeds required should be an integer power of 2
0

to accomodate a corporate feed network and should have at

least one feed per wavelength in the dielectric. Width of the

w it in terms of wavelengths in the dielectric is given by
0

Wd = W/X/%Vc,

4. Input impedance R, of antenna at each feed point is equal to

the total impedance of the radiator times the number of feeds

and is given by

Z. = 60 N Xo/W

5. The feed network is used to match the antenna while dividing

the power. The impedance of the quarter-wave transformer used

to match the antenna impedance Z3 to Z. is given by 0

Z, = Vzi. Z. 0
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B. Discrete MicrostriD Array DesiQn

The following parameters are defined for the rectangular microstrip

antenna element shown in Figures 1 and 2.

L = length of the element (slightly less than a half wavelength

in the dielectric substrat. material)

W = width of the element (<Xd, to avoid exciting

higher-order modes when the element has a single feed

point)

6, = relative dielectric constant of printed circuit substrate

( < 10, typical value 2.25)

= free-space wavelength

Xd = wavelength in the dielectric substrate material

t = thickness of the dielectric substrate

(determines the bandwidth over which the antenna must

operate)

= 0.01 Xd

Sf, = antenna operating frequency in GHz

c = velocity of light

S = VSWR = voltage standing wave ratio (reflected power)

Q = quality factor of the resonator

D = directivity

G, = radiation conductance of microstrip antenna

SR. = input impedance of the microstrip element

7o. = free space wave impedance

eC = effective dielectric constant

0= antenna efficiency

G. = effective gain

k. = free-space wave number
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Element lenath:

L- C 2 A

0
or

L = 0.49 Id, = 0.491o// 7

where

= +I  e- 1 + 12 t -1/2

-- 2 2 W

At line extension = 0.412t (e,+0.3) (W/t+0.264)
(e-o.258) (w/t+o.8)

Element width:

W C z+ -1/2

2 ff 2

Bandwidth:

BW =4 f2 [ 32t] (for VSWR < 2)

or

BW= 1oo(S-1)

Directivitv:

Directivity of the antenna is defined as the ratio of the

maximum power density in the main beam to the average radiated

power density.
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D 4W 2

Effective gain:

Go q D

Inout resistance:

R. = 60 Xo/W ohms

Beamwidth:

Half-power beamwidth in the H-plane:

1 )112

0 0H = 2 COS I (21lkoW/2

Half-power beamwidth in the E-plane:

033 = 2 cos - ( 7.03 )1/2
3k2 L2+k2 t 2

Radiation pattern:

Circumferential patch:

A=g/2) A () sin(na/2)
E =.2 H2(koa) (na/2)

Axial patch:

0
E4,(6 x/2)= BE J ne a( =

E.__ H- 2 ) (koa)
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0

where

a = radius of cylinder

0. = angular displacement of the radiating slot

a = angle subtended by the slot at the center of the cylinder

A,B = constants independent of @
0

H = Hankel function of the second kind

ko = 2i/Xo
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APPENDIX

Advantages of Microstrip Antenna

* Broad frequency range from 100 MHz to 50 GHz.

* Inexpensive to fabricate because of the photo etch process

used in their manufacture and therefore it is readily

amenable to mass production.

* Ease of integration with solid state circuit devices

* Ability to conform to curved shapes

* Elimination of separate radome

* Ease of installation as they are conformal

* High performance can be obtained as several different

combinations of antenna elements, power dividers, matching

sections, phasing sections, etc., can be used.

* Does not affect the aerodynamics of the missile due to its

thin profile and light weight construction.

* Linear and circular polarizations are possible with simple

changes in feed position.

* No cavity backing is required.

* Dual frequency antennas can be made easily.

* Feed lines and matching networks are fabricated

simultaneously with the antenna structure. The microstrip

array is very reliable since the entire array is one

continuous piece of copper.

* Electronically scanned microstrip arrays make possible an

ultra low profile, low cost design for phased arrays.
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Disadvantages of MicrostriR Antenna

* Some elements are always blind, creating an asymmetrical

radiation pattern with high side-lobes. (much of the present

effort is directed towards reducing these side-lobes)

* There is no direct way of measuring sight-line rate (relating

beam axis directly to inertial frame of reference) with

respect to inertial axes.

* Requires complex phase shifting circuitry.

* Extraneous radiation from feeds, junctions and surface waves.

* Low efficiency

* Additional tolerance problems

* Inherent narrow bandwidth

* Loss, hence somewhat lower gain

* Poor endfire radiation performance

* Poor isolation between the feed and the radiating elements

* Lower power handling capability

* Most microstrip antannas radiate into an half plane

* Possibility of excitation of surface waves (can be eliminated

by care during design and fabrication)
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ABSTRACT

m

The object of this research project was to develop an adaptive (self-

tuning) extended sequential filter for use in the guidance software of an

exoatmospheric interceptor currently used by the Guided Interceptor

Techaology Branch of the Wright Laboratory/MNS. (formerly the Armament

Laboratory), Eglin Air Force Base, Florida. The development of a self-

tuning filter will eliminate the filter divergence problem associated with

the existing Extended Kalman Filter. Specifically, the self-tuning filter

will automatically calculate the appropriate values of the process noise

parameters required U the filter tuning process rather than by obtaining

these parameters by manual (trial and error) selection.

The development of this alternative filter is based upon ridge-type

estimation methods, which involve the determination of biasing parameters.

These biasing parameters are a measure of the error, i.e., noise, which

exists in the problem. Error of this type oc urs when ill-conditioning

exists in the problem, which is common in intercept problems using angles-

only measurements of the target. Once calculated, the biasing parameters

can be used to modify the values of the covariance matrix determined by the

Extended Kalman Filter.

The algorithm is tested on an Exoatmospheric Guided Interceptor

Simulation provided by Eglin AFB for this project. A number of different

types of engagements are evaluated and the results are compared to results

obtained by the use of an untuned Extended Kalman Filter as well as the

manually-tuned Extended Kalman Filter.

This research project is a continuation of the work begun under the

1989 AFOSR Summer Faculty Research Program at rglin Air Force Base.
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SEQUENTIAL RIDGE-TYPE ESTIMATION METHODS

1.0 INTRODUCTION

The U.S. Air Force Wright Laboratory/MNSI provides support for

Strategic Defense Initiative (SDI) programs. The Guided Interceptor

Technology Branch provides technical support for programs involving space-

based exoatmospheric interceptors. The technical support provided includes

the area of interceptor guidance and control technology.

The guidance and control problem for the exoatmospheric interceptor can

be broken into three closely tied areas of resLarch: estimation, guidance,

laws, and control. The estimation problem entfils computing the information

required by the guidance law to compute the trajectory correction given both

measured and a priori data. The guidance law determines the required

acceleration needed to change the trajectory of the interceptor to result in

a hit. Finally, the control problem requires taking the acceleration

command from the guidance law and selecting divert valves such that the

vehicle accelerates with the correct magnitude and direction. The key

issue in the success of a mission is the miss distance. By achieving a miss

distance beyond the target's dimensions, mission failure occurs. Common

practice is to develop estimation algorithms, guidance laws, and control

software separately and integrate the pieces at the end of the design

effort. The estimation aspects of the complete guidance and control problem

are of interest in this research project.
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The common approach to the estimation problem has been to utilize the

Extended Kalman Filter (EKF) using relative position, relative velocity, and

target acceleration as states. The only measurements available are those

obtained from the seeker and inertial measurement unit. The measured data

contains both measurement (observational) error and process noise. A major

problem with the use of an EKF in guidance and control problems is

divergence of the filter performance. This problem occurs when the filter

relies too heavily on older data and becomes insensitive to newer data,

causing degradation of the state estimates.

In order to avoid the problem of filter divergence, an EKF must be

properly "tuned." That is, appropriate values of the a priori covariance,

the observational covariance, and the process noise must be selected to

provide proper performance bounds for the filter. The process of tuning an

EKF is cumbersome, however, since it must be performed manually. An

additional disadvantage is that the EKF may need to be re-tuned for

different target-interceptor engagement scenari.os.

This report presents modification to the EKF which allows the EKF to be

"self-tuning." That is, the process noise which provides proper performance

bounds for the filter is determined automatically within the filter itself.

The technique is demonstrated on a number of different engagements and the

results are compared to both an untuned EKF and a manually-tuned EKF.

2.0 RESEARCH OBJECTIVES

The objective of this research project war to develop a self-tuning,

extended sequential filter for use in the guidance software of the

exoatmospheric interceptor. This self-tuning Ailter will have the

capabilities to determine appropriate filter noise parameters internally
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such that the problem of filter divergence is avoided. While retaining the

characteristics of the EXF, this adaptive filter will have the following

advantages over the EKF:

a. The need to manually tune the filter will be eliminated since

tuning will be done automatically within the filter itself.

b. The self-tuning filter will allow different types of engagements to

be handled without the need to alter the selected noise parameters for each

scenario.

c. Ridge-type estimators, upon which thts self-tuning filter will be

based, have been shown to provide increased estimate accuracy when the data

is ill-conditioned. Ill-conditioned problems occur when angles-only

measurements are used as filter inputs, as is the case in the intercept

problems of interest here.

d. The self-tuning filter may be better suited to handle a maneuvering

target than the EKF.

In addition, implementation of this self-tuning filter will not

significantly add to the computational requirements of the algorithm.

3.0 RESEARCH METHODOLOGY

Prior to describing the detailed research methodology, the standard EKF

and the ridge-type (batch) estimator will be reviewed. An extended

sequential form of the ridge-type estimator widl be developed and the actual

solution technique will then be discussed.

3.1 Extended Kalman Filter

A sequential estimation algorithm was firpt developed by Swerling

(1959), but more popular acclaim has been received by Kalman and Bucy

(1961), whose algorithm has become known as the Kalman-Bucy (or Kalman)
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filter. A modification to the Kalman filter, made to minimize the effects

of the errors due to the neglect of higher order terms in the linearization

procedure, is given a complete discussion in Jamvinski (1970). This

modified algorithm is referred to as the extended Kalman-Bucy (or Extended

Kalman) Filter (EKF).

The complete EKF algorithm is summarized below.

Given: X and Pk at time tk# and an observation Y at time t.

A. Integrate to time t:

X - F(X,t), X~tk) " Xk (1)

A(t) - aX(,t) (2)
ax

6(ttk) A(t)§(ttk), (tk'tk) In (3)

B. Calculate:

H G(R,t)(4
H- = ax (4)

= -(t,tk)Pk0
T (ttk)

y - Y - G(X,t) (6)

KG =HT[HPHT R]-+ (7)

e. - KG (a)

A A

X X+x (O)
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C. Replace t with tk# X with Xk# and return to A,

where

i - updated state vector, (nxl) 0

Pk a state covariance matrix, (nxn)

Y - observation, (mxl)

F(X,t) - system dynamics matrix, (nxl)

A(t) - state sensitivity matrix, (nxn)

0(t,tk) - state transition matrix, (nxn)

I - identity matrix, (nxn)n

H - measurement sensitivity matrix, (mxn)

G(X,t) - observation-state relationship, (mxl)

P - a priori covariance matrix, (nxn) 0

y - observation residual, (mxl)

K G Kalman Gain, (anm)
G@

R - observation covariance, (mmu)

A

x - state correction vector, (nxl)

X - best estimate of state, (nxl) S

m - number of observations at each time

n - number of elements in the state vector

In addition to the effects of the nonlinearities, the effects of errors S

in the dynamical model can lead to divergence of the estimate. This common

condition, known as filter divergence, is discussed by Schlee, et al.

(1967), Maybeck (1979), and others. This problem can generally be avoided 0

by the introduction of an artificial floor on the values of the state
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covariance matrix. This will allow more recent observations to be weighted

more heavily than earlier observations. An artificial floor can be

established by the addition of an (nxn) process noise matrix, Q(t), to the

0
solution process using the equation

0

P - #(t,tk)Pk T (tt k )  tf t)t)OD (tOdt
tc

Equation (11) will then replace equation (5) in the EKF algorithm.

Normally, the process noise matrix contains terms for the acceleration

components only. This will account for the unmodeled accelerations in the

dynamical model. The process of selecting Q(t) (assuming R and P are given)

is known as "tuning" the filter. Most often a filter is tuned manually by

trial and error (and experience). This process can be very tedious and time

consuming. Further, once a properly tuned filter is achieved, the tuning

may not be adequate for different types of problem scenarios or engagements

using the same model and filter, thus requiring retuning of the filter.

A number of "adaptive" filters, i.e., filters which in some fashion

improve performance when the process noise matrix is unknown, have been

proposed. Mehra (1972), Maybeck (1980), Bekir (1983), Louv (1984), and

Hepner and Geering (1991) describe such adaptive filters. In general, these

methods involve some type of iterative residual-monitoring or covariance

matching technique which calculates the process noise matrix. Many of these

adaptive schemes, however, add extensively to ;he computational requirements

of the filter.
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0

0

3.2 Ridge-Type (Batch) Filter

0
Hoerl and Kennard (1970a,b) presented the theory of "ridge regression"

as a means to obtain more accurate least squares estimates in ill- 0

conditioned estimation problems. Cicci (1987) and Cicci and Tapley (1988)

presented modifications to the standard ridge regression techniques,

designated ridge-type estimation methods, for additional use in the solution

of unobservable nonlinear inverse problems. They also introduced techniques

which used ridge-type estimation biasing parameters in order to "optimally"

weight a set of a priori statistics generally used in the solution process.

Cicci (1990) modified ridge-type methods further to allow for the use of
0

multiple types of observations in the solution process.

A combination of the techniques discussed above yields a solution form

for the state correction in a batch ridge-type filter, with a priori
0

information, as

;* " ( T + kD P-DR)ID HTRIy (12)

where 0

A A

- D- D (13)

TH- DRH R- HDR (14)

and DR is an (nxn) diagonal matrix whose ith diagonal element is the

reciprocal of the square root of the corresponuing element of HT R -H.
0

In equation (12), k is a scalar biasing parameter added to the solution

process in order to "optimally weight" the information contained in P. This

biasing parameter represents a measure of the error which would exist in the

standard batch estimate, i.e., if k were equal to 1.0, due to model error,

ill-conditioning, and the presence of an inaccirate a priori covariance. 0
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The parameter k is determined by minimization of the Mean Square Error (MSE)

function of the solution, i.e., the sum of the total variance and the square

of its bias introduced by the inclusion of k in the solution process. The

solution form for k is found to be

tr(DRP -DR)k w--; (15)

(*) T(DI FD ) 2( xV

The covariance of the solution provided by equation (13) will be

P - DRI(T + kDRPDR) - (HTR-IH + kP- )-  (16)

In summary, equations (12)-(16) represent the ridge-type estimate of

the state correction vector, x*, at some epoch time, using a single batch of

observations, assuming that R and P are known.

3.3 Ridge-Type Extended Sequential Filter

The procedure to develop the ridge-type extended sequential filter

follows the development of the EKF by Kalman and Bucy (1961). Additional

discussions of the procedure are provided by Tapley (1973) and Maybeck

(1979). Beginning with equation (16), take the inverse of both sides to

give

-I T -1 --1
P -HTRH + kP (17)

In this development R is assumed to be a diagonal matrix. Pre-

multiplication of equation (17) by P, followed by post-multiplication by P

yields.

- PHTR IHP + kP (18)

Solving for P gives the preliminary result
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6

P. (P - PHTR-IH)/k T (19)

Post-multiplying equation (18) by HT gives

PHT . PHTR I(HPHT + kR) (20)

Solving for the quantity PHTR - , yields

PHTR -' - PHT(HPHT + kR)-t  (21)

Substitution of equation (21) into equation (19) will provide the

relationship for the covariance of the estimate as

P - [I - KGH]P/k (22)

where

KG -PHTR - 1 - PHT(HPHT + kR)- I  (23)

Substituting equation (23) into equation (13) yields an expression for the

A

ridge-type estimate, x*, as

A

x* - KGY

- PH(HPHT + kR)- y (24)

Therefore, the ridge-type extended sequential filter is defined by equations

(22)-(24). Note that for the case where the biasing parameter is equal to

1.0, this estimator reduces to the ERF.

In order to fird an expression for the determination of the biasing

parameter, it is most convenient to select an (man) diagonal (normalizing)

matrix, Dm, whose ith diagonal element is the reciprocal of the square root

T
of the corresponding element of HPHT . This will allow equation (24) to be

written

x* PH TD(H + kDnR-I D)-y (25)
M HN% n m
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where

T HA D HPH TD (26)
m m

and HNH will be in "correlation" form, i.e., 1.0's on the main diagonal and

the off-diagonal terms each less than 1.0.
A

Now, define (mxl) "pseudo* state correction vector, x*, as
m

x - D Hx; (27)m m

Substituting with equation (25), gives

x- %%{(H.H7 + kD RDm) D y (28)In £IN m m i

TAs a simplifying assumption, since HN% is in correlation form, it can

be considered to be approximately equal to an (mxm) identity matrix. While

this may not be a good assumption in the case of ill-conditioned problems,

Cicci (1987) showed that this approximation is conservative in that the

eventual calculation of the biasing parameters will provide a smaller value

of k. Utilizing this assumption allows equation (28) to be written as

A% -1
x* -(I+ kD RD ) Dy (29)m m m m

In addition, for the case of EKF, i.e., k being equal to 1.0, one could

write the approximate expression

A (I + D RD )D y (30)

thus allowing equation (29) to be written in the form

x* (Im+ kDRD) (I + DRDm)x (31)m m m m m mm m

Letting,

Z-(I + kDRD) (I + DRD) (32)
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0

0
allows equation (31) to be simplified as

A A

- Zx (33)
m m

Using the expected value operator, E, an expression for the MSE of the 0

solution given by equation (33) can be written as

0
ATA

MSE - E[(x) - x )(; - x

The rstterm in eqaion in4 rersnstettanaineo h

intepesneo n in slu in process. i

0

_- V(A + [(*)] (34)

( XkDRD (34)

The first term in equation (34) represents the total variance of the

estimate, while tha second term represents the square of the bias introduced

by the presence of k in the solution process.

In order to evaluate these terms, simplify by substituting the

express ions 0

A- I +DRD (35)

B - (l M +kDD m RD (36)

such that

Z -1 T AT 0-T -l 1(7

since both A and B are syimmetric. Using equation (37), the total variance

term of equation (34) can be written

AT -T2A A T -2A AT -2 0 A T.-2A
V(x*) -Ejx AB Ax -xAB Ax - xAB Ax +x AB Ax]j (38)

Writing equation (30) as

; - A-1 D y (39)

and substituting into equation (38), gives

AT -2 T -2 T -2 T -2
V(x*) -E(y DB Dy- y DB Ax - xAB Dmy+ xAB Ax] (40)

in in i my m in in in in
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Using the relationship

x - D Hx (41)

equation (40) can be written in terms of an n-dimensional state vector, x,

as

*A T -2 T -2
V(x*) - E[yTDmB-D - yTDB -ADnHx

-x H DAB-2Dy + HDAB -2A (42)

The relationship between the observation residual and the true state

correction vector is commonly written

y - HX + c (43)

where the observation errors, c, are assumed to have a Gaussian (or normal)

distribution with the statistics

E(c] - 0 E (ceT - R (44)

Substituting equation (43) into equation (42) gives

A (T T T -2 T T T -2
V(x*) - E[(x H + c )D B D (Hx + c) - (x H + c )D B AD Hx

mm m m
x T TH T D AB-2 D m (H + c + x T B 2A x (45)

Considering the zero-mean property of the observation errors, i.e., the

first of equations (44), equation (45) reduces to

A T T -2 T -2
V(x) - E[(xTHTDmB DHx + cTDmB D c

x TT DB-2AD Hx x THTD AB-2DHx
m m m

+ xTHTD AB -2AD mHx] (46)

Finally, since A and B are diagonal

B 2A - AB-2  (47)
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which allows equation (46) to be written as

A T -2 T T -2
V(x*) - E[c D B D c] + x H D B D Ix4

- 2xTHTDAB- 2DHx + xTHTD AB -2AD Hx (48) 0m in

Next, the bias squared (or second) term of equation (34) can be written

[0(x*)]2 _ x (Z-I ) T(Z-I )x

M xTHTDm(AB-2A - 2AB -I + Im)DHTx (49)

Using equations (48) and (49), the MSE can be expressed as

MSE - E[cTD B2D c] + xTHTD (B - 2AB- 2

A-2A 2A-1
+ 2AB-A- I+ I )DHx

-tr[B-IDmRDmB-I + xTHTDm(B-2 - 2AB-2

+ 2AB-2A - 2AB -I + Im)DMx (50)

Re-substitution of equations (35) and (36) into (50) gives

MSE - tr[(I m + kDmRDm)2 DmRD ]

+ xTHTD (I + kD RD) -2 (D RD) 2[k - 2k + 21D Hx (51)

It can be shown that

-2 ~m2

tr[(I m + kDm RD m) Dm RD m  Z [ [/(I + kki) ] (52)
i=I

where ki, i-I,...,n, are the elgenvalues of D mRD Introducing an (nxn)

orthogonal matrix, S, such that

SST - sTs - I n(53)

and
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sTx - a (54)

allows the second term of equation (51) to be written as

TTRD)-2(DmDm)2[k 2  2k + 21mHx

H( +kTHD(mR D)2(DRD)[k - 2k +2 DHSS

x T SS TH TD m(I m+ lcD m)- (D mRD m) 2[k 2- 2k + 21D) HSS Tx

STSTHTDm(Im + kDm RDm )-2(D mRDm ) 2[k - 2k + 2]D mHSa

mmk mm- ni

[a 2D2-X 2 (k2 _ 2k + 2)/(1 + kX (55)
i-I xim

where kip i-l,...,n, are the eigenvalues of HTH. Since the rank of

H TH - m < n, for this problem, the summation on n in equations (52) and (55)

can be expressed as a summation on m, giving

m 2

MSE = / I(I + kX2
i-I i)l ~

22- 2 2 2
+ [aiDmiX i)(k - 2k + 2)1(l + k)2 ] (56)

In order to find the value of k which minimizes the MSE, set

d(MSE) 0 (57)
dk

Evaluating shows

-2 [2 /(l + kX i)3
i-I

-2~ [X iD 2 X 3%(k - 2k + 2)/(l + k 3i)

m 22 i

'm 2 2-2 2
+ I [aiDm Xi) (2k - 2)/(l + k) i) = 0 (58)
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Solving for k yields

m 2 2 2 2 m 2 2 K 2

k N + a.D X. X2. + 1)a/ D X2 i(X + 1)] (59)
1 1 1

In matrix form, equation (59) can be written as

tr(D RD )2 + xTHTD2 (D RD )2 [2(D RD ) + I ]Hx
k= m m m iM in im m i (60)

xTHTD2(DmRDm) [DmRDM + Im]Hx

Since equation (60) is a function of the true state correction, x,

which is unknown, k can be approximated by using the estimated state

A

correction, x*, in place of x. Therefore, the value of the required biasing

parameter can be approximated by the expression

A*TT2 2
tr(DRD) 2 + (x ) H D (D RD ) (2(D RD ) + I ) (x*)

k n m i n i i i (61)

(x*)T H TD (DRD) 2[D RD + I ]H(x*)
m MM m m in

Evaluation of equation (61) indicates that k will always be greater

than 1.0. The ridge-type extended sequential estimator can now be

constructed by replacing equation (7), (8) and (9) with equations (23), (24)

(61) (solved iteratively), and (22) in the EKF algorithm. 0

Conceptually, the process noise would not be required since the total

error in the problem would be accounted for in the ca'-ulated estimate and

covariance through the use of the biasing paraneter. Therefore, equation

(5) could again be used in place of equation (11) for covariance

propagation.
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3.4 Implementation

There are two philosophies on the actual implementation of this

modified extended sequential algorithm.

The first philosophy has already been discussed. That is, to use the

algorithm as presented without the need for process noise input. Use of

this ridge-type extended sequential algorithm created excessively small

values of the covariance using equation (22). This resulted in an

instability and subsequent divergence in the computation of the biasing

parameter. The addition of a process noise into the covariance propagation

gave similar results. It appears more work is needed on this method to

correct these difficulties.

The second philosophy for implementation considers the fact that the

biasing parameter, being a measure of the total error in the problem, could

be used to adjust the covariance matrix propagation directly. That is, each

time an estimate is made using the EKF, the corresponding biasing parameter

could be calculated using equation (61), and used as input into the process

noise matrix required in equation (11). The process noise matrix would then

change each time an estimate is made depending on the value of k. This

would provide a robust, self-tuning estimator with a minimal increase in

computational requirements. Results of the simulation (to be discussed in

the next section) showed that this concept worked quite well. A number of

dIfferent combinations of the biasing parameter for input into the process

noise matrix were calculated, the results of which will be presented in

Section 5.

61-18



4.0 SIMULATION DESCRIPTION

The exoatmospheric interceptor simulation used in this study was

provided by Cr.: .g Ewing of the Guided Interceptor Branch, Wright

Laboratory/MNSI, Xglin Air Force Base, Florida. Complete details of the

simulation can be obtained from that branch.

The simulation considers a 6-degree-of-freedom exoatmospheric homing

intercept engagement. The interceptor contains a passive sensor and divert

thrusters which respond to optimal guidance comands from the interceptor's

on-board computer to place it on an intercept course with the target. The

interceptor is equipped with an attitude control system (ACS) to keep the

sensor and divert thrusters pointing in the proper direction, and an

inertial measuring unit (IMU), equipped with accelerometers and gyros to

determine the accelerations and orientation of the interceptor. The

interceptor's on-board computer contains the a&goritbms required to process

the data from the sensor and IMU to determine the relative position,

velocity, and acceleration of the target. This relative motion data is then

used to generate guidance commands or firing commands to the interceptor's

divert thrusters.

The target considered for the intercept engagement contains known

magnitudes of step accelerations (non-maneuver'ng), along with a first-order

Markov acceleration to account for small, randcm accelerations of the target

due to thruster misalignment or other thruster errors.

4.1 Interceptor Dynamics and Kinematics

The interceptor dynamics considers three translational and three

rotational degrees of freedom, with all interaxis coupling represented. The 0

interceptor is an exoatmospheric interceptor where the atmosphere and
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gravity have been neglected. The mass and inertias of the interceptor are

varied as a function of the thrust used. From the kinematics, the true

interceptor motion is available for use as inputs to the sensor and IMU. An

inertial coordinate system is used where the x-axis of the system is

directed along the line-of-sight between the interceptor and the target.

The z-axis is directed toward the center of the earth, and the y-axis is

selected to form a right-handed system. The coordinate system is defined at

the start of the simulation and held constant.

4.2 Interceptor IMU

The gyro model is that of a delta-theta gyro, where the true rates are

put through a time lag to represent processing delays. Bias and scale

factor errors are then added to the lagged gyro rates. The lagged rates,

with the bias added, are integrated and samplec every IMU update time to

give the gyro-measured delta thetas. Angle and random walk noise are added

to these delta thetas to account for gyro processing noise. Dividing these

deltas by the IMU update time give the rates output by the gyro.

4.3 Interceptor Sensors

The readings output by the sensors are azimuth and elevation of the

target relative to the interceptor's present position and orientation.

These are output as inertial-frame readings. Using the true relative

positions of the target and interceptor, as well as the true orientation of

the interceptor, the perfect azimuth and eleva';ion readings are computed.

Noise is then added to the perfect readings and transferred back to the

inertial frame. Computational delays in the sensor are represented by a

frame time delay on the output. The sensor output is used by the filter to
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determine the relative motion between the target and interceptor and by ACS

in order to keep the interceptor properly aligned.

To account for gyro lags, the sensor doesn't compute a sensor reading

until it receives time-tagged gyro information. Therefore, the sensor

doesn't use all the information it receives from the optics until it has a

gyro reading which corresponds to this data in time.

4.4 Guidance Algorithm

The guidance algorithm is used along with the EKF and divert thrusters

to place the interceptor on a collision course with the target. The

guidance law used in the simulation is optimal guidance. The optimal

guidance law is a predictive scheme which uses estimates of the relative

position and velocity of the interceptor and target along with estimates of

the target's acceleration to predict the point where the two vehicles will

croge each other's path. Guidance commands are then issued which ensure

that the two vehicles will collide.

4.5 Extended Kalman Filter

The EKI takes the sensor measurements and processes them to give the

minimum variance estimates of the relative position and velocity of the

interceptor and target as well as the target's acceleration. The EKF 0

assumes that the target will have a first order Karkov acceleration, i.e.,

passing white noise through a first-order filter. The time constant of the

first order filter and the variance of the noise is assumed to be known.

The state vector used in the simulation will include the relative

position and velocity vectors between the inte-ceptor and target as well as

the target acceleration vector. Thus, the dimonsion of the state vector

will be (9xl).
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The state equations which describe the motion of the vehicles in space

can be written as

rr -V (62)rr

4r At - Aint (63)

At = -tA t + w t  (64)

In terms of state variables, these state equations can be written

x Fx + Bu + Gwt (65)

where

F - system dynamics matrix, (9x9)

B - control input transformation matrix, (9x3)

u - control input vector, (3xl)

G - noise intensity vector, (9xl)

wt - random forcing function, (lxl)

Angle measurements of target azimuth and elevation to the line-of-sight

are the only information provided to the filter. Thus the measurement

vector, Y, will be a (2x1) vector, and the observation-equation becomes

Y - G(Xt) + C (66)

where

G(X,t) - observation-state relationship, (2xl)

c - observation error, (2xi)

Assuming the angles are small, G(X,t) can be expressed as

Yr/[x 2 + y1 1/2

G(X,t) - r rx(67)
Zr/[x2r + y + z2]1/2

0

6 1-22
0



The observation error is assumed to be Gaussian, having a zero-mean and

known variance. In the simulation, the observation error variance for both

angle measurements is taken to be 1.0x10 -a rad 2 . Measurements are provided

at a rate of 40 Hz.

In initializing the EKF, values of the a priori covariance matrix, P,

must be selected. These values indicate the level of uncertainty in the

reference solution. In this simulation, these variance terms are chosen

very loosely as 562,500 m2 on relative position, 5,625.0 m 2/sec 2 on relative

velocity, and 100.0 m 2/sec on target acceleration.

The initial relative range is set to be 500,000 meters and the total

time-to-intercept is approximately 50 seconds.

4.6 Interceptor Divert Thrusters

There are 6 divert thrusters on the interceptor. The thruster model is

a "bang-band" model, consisting of fixed force level thrusters. The

thrusters are either on at the full level, or they are off. No intermediate

thrusting levels are possible.

4.7 Attitude Control System

The interceptor ACS consists of angle plus rate loop feedback. Under

this type of control scheme, the difference between the commanded and actual

Euler angles is driven to zero. The angle and rate error signals of the

thrusters are combined and compared to a threshold. If the combined error

signal is larger than this threshold, a signal is sent to the thruster

firing logic that a moment about a given axis is required. If the error is

below the threshold, no moment is commanded.
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The ACS thruster firing logic takes the moment commands from the three

axes and determines which thrusters to fire to produce the required moments.

The six thrusters allow pitch and yaw to be controlled independently, and

have roll control coupled with either pitch, yaw, or both.

4.8 Target Model

The target model of the intercept engagement simulation contains known

magnitudes of non-maneuvering, step accelerations. In addition, a first-

2.order Markov process, with a standard deviation of 29.4 m/sec , is used to

account for small random accelerations of the target due to thruster errors.

Different engagement scenarios are achieved by altering the angles

defining the initial target booster orientation. These angles represent the

yaw and pitch angles of the booster acceleration vector along with the angle

defining the plane in which the booster acceleration vector will rotate.

The self-tuning filter was tested on eight different engagement

scenarios, as defined in Table 1.

Table 1. Engagement Scenarios.

Initial Booster Acceleration Orientation

Yaw Anale Pitch Angle Rotation Plane

1 450 90* 450

2 90" 1350 450

3 450 450 450

4 450 135" 0*

5 90" 0 0*

6 300 1200 30*

7 0 450 450

8 600 600 45*
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5.0 RESULTS

For each of the engagement scenarios listed in Table 1, a number of

different combinations of the biasing parameters were used as input to the

process noise matrix. While process noise was only added to the

acceleration terms of the covariance matrix, the problem geometry dictated

that a lower level of process noise in the x-direction than in the y and z-

directions provided the most accurate results.

A number of different combinations of the process noise input (in each

of the three directions) were evaluated. Those cases which gave the best

results are shown in Table 2. Also shown are the values for the untuned and

0
manually tuned EKF.

Table 2. Process Noise Combinations

Acceleration Direction

Case x Z

untuned EKF 0.0 0.0 0.0

tuned EKF 96.0 866.0 866.0

1 k k2  k2

2 k-I (k-I) 2 (k-1) 2

3 1.0 (k-1) 2  (k-I) 2

4 k k k2

5 0.0 (k-I) 2  (k-I)2

6 1.0 k k2

7k k k

8 k-I k-I k-I
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The performance of the process noise combinations were evaluated using

the total miss distance in each of the interceptor/target engagements

studied. Although the dimensions of the target must be considered in

determining whether or not the intercept "hits" the target, it is generally

considered to be a successful mission if the total miss distance is less

than 1.0 meters. The calculated miss distance for each process noise

combination during each engagement is given in Table 3. The number of hits

and the mean miss distance for each combination is also given. An asterisk

(*) will denote mission success.

Table 3. Miss Distances (m).

Engagement

Case 1 2 3 4 5 6 7 8 Hits Mean

untuned
EKF 18,422 47,906 14,874 37,617 7,515 90,047 13,948 23,214 0 31,693

tuned
EKF 0.22* 0.27* 0.50* 0.41* 0.24* 0.37* 1.01 0.30* 7 0.42*

1 0.68* 0.45* 0.83* 0.62* 0.46* 0.16* 0.74* 1.51 7 0.68*

2 0.38* 0.59* 0.50* 1.57 1.38 0.72* 0.42* 0.58* 6 0.77*

3 0.52* 1.03 1.09 0.48* 1.04 0.59* 0.66* 0.76* 5 0.77*

4 0.49* 0.83* 1.16 0.81* 1.21 0.79* 0.63* 1.11 5 0.88*

5 0.52* 1.76 0.63* 0.23* 2.39 0.41* 0.85* n.62* 6 0.93*

6 1.41 3.03 1.87 1.27 3.15 0.53* 0.86* 0.81* 3 1.62

7 1.09 7.17 3.09 4.18 2.42 1.79 0.27* 0.30* 2 2.54

8 3.08 3.89 2.99 12.00 7.87 6.84 0.29* 3.26 1 5.03

Hits 6 4 4 5 2 7 8 6

While the manually tuned EKF still provides the smallest miss distances

overall, several of the process noise combinations provided good results.
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In general, Case #1 [k,k 2,k2 1, gave the best self-tuning performance. The

total number of hits in Case #1 equalled the total number of hits of the 0

manually tuned EKF, with the mean miss distance being slightly higher.

Further analysis shows that any of the first five cases provided

acceptable results when considering only total miss distance, indicating 0

that the miss distance was not overly sensitive to the choice of Q(t).

While the x-direction acceleration component required a somewhat

smaller process noise, the y and z-direction ccmponents generally required

2
process noise on the order of k . Only small differences were seen between

2 2the use of k and (k-I) 2 . Overall, just about any combination of the

biasing parameters provided a substantial improvement over an untuned EKF.

Although the results were not quite as good as for a tuned EKF, a large

amount of time was spent in the manual tuning process. The large advantage

of this self-tuning filter is that no time is required in the manual tuning

process. The biasing parameters were automatically calculated each time an

estimate was made and the solution covariance was updated accordingly. As

an example of the values of the biasing parameters which were calculated,

Case #1 for Engagement #5 showed the range of k to be between 1.0 and

5
1.26x105.

While the results presented in Table 3 are encouraging, one cannot get

a true picture of the filter performance without viewing filter analysis

plots. Each of the figures to follow provides plots of quantities

comparing: (a) the untuned EKF, (b) the manually tuned EKF, and (c) the

self-tuning EKF (Case #1). Plots are all made for Engagement #5, whose

results are representative of the other 7 engahement scenarios.
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Figures 1-9 show plots off the diagonal terms of the covariance

matrices of the estimate, while Figures 10-18 show plots of the error for

each estimated state vs +/- 3 times the standard deviation of that state.

In addition, Figures 19-27 show plots of the estimated vs the real (true)

state for the particular engagement.
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In evaluating these figures, several important factors must be

considered. These include:

a. The ability of the variance terms to be driven to zero at the

intercept time.

b. The robustness of the filter.

c. The ability of the filter to determine adequate but not excessive

constants on the estimate.

d. The accuracy of the estimates throughout the engagement.

In evaluating filter performance, comparisons will be made between the

self-tuning filter and the manually-tuned EKF. It is easily seen that the

untuned filter performs very poorly in all cases studied.

Analysis of Figs. 1-3 shows that, in general, slightly tighter bounds

have been computed for the position variances (by the self-tuning filter as

compared to the manually tuned EKF). Both filters drive the variance terms

to zero at the time-of-intercept.

Viewing Figs. 4-6 shows an improved variarce performance by the self-

tuning filter for x-velocity. Adequate performance is achieved for the y

and z-velocities; however, several large increases (spikes) are obvious

during the engagement.

Figures 7-9 also show improved x-direction performance. Due to spikes

again occurring on the y and z-acceleration plots, no conclusions can be

made.

Figs. 10-18 provide a wealth of information on filter performance since

they indicate how the errors contained in the estimates fall within the *3a

envelope. In analyzing the position errors, shown in Figs. 10-12, the

results of the tuned filters are quite similar. Figures 13-15 show the

robustness of the self-tuning filter in that the 3a curves are adjusted with
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corresponding increases or decreases in the errors. The spikes which occur

at the intercept time are believed to be numerical inconsistencies occurring

at the distance of closest approach. While the manually tuned EKF provides

smooth *3a curves, the lack of sensitivity to the errors is obvious.

In viewing figs. 16-18, similar conclusions can be made as for the

performance seen in Figs. 13-15.

The estimated and real (true) states are shown in Figs. 19-27. In all

cases it can be seen that the performance of the two filters is quite

similar. Several spikes appear in the self-tuning acceleration plots, but

the filter is again shown to be robust and perform well.

In conclusion, the self-tuning EKF performs well in the types of

angles-only engagements considered here. It has demonstrated the ability to

apply adequate constraints on the variances, while allowing the values to be

driven to zero at the intercept time. They appear to be quite robust in

that the variances quickly Just to the errors, and most importantly, they

achieve mission success for nearly all of the engagements considered.

6.0 RECOMDIDATIONS

This research project has developed a self-tuning EKc for use in an

exoatmospheric interceptor. The feasibility of its use has been

domonstrated by its application in a homing intercept engagement simulation

where angles-only measurements are provided to the estimator.

While the results are very encouraging, a wider application of the

self-tuning filter is imperative. The problem addressed in this research

effort dealt with a target which is not maneuvering. The next obvious step

is to evaluate the performance of the filter against a maneuvering target.

Since the filter appears to be quite responsive to the errors in the
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estimates, one is led to believe that it may also be responsive to target

maneuvers. Also, a comparison of performance should be made with the

nonlinear estimators recently developed for the Guided Interceptor Branch

specifically for the maneuvering target problem.

7.0 DELIVERABLES

In addition to two copies of this first Report, Craig Ewing of the

Guided Interceptor Branch/MISI, Eglin Air Force Base, Florida, was provided

with a version of the latest simulation and all data files which incorporate

the modifications addressed in this report.
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SUMMARY

The research and development effort for the one year project has successfully been

concluded. This project is a continuation of the 1989 summer effort on numerical

simulation of transonic wraparound finned projectile aerodynamics initiated at the Air Force

Armament Laboratory, Eglin AFB. Significant results obtained to date under the

sponsorship of the project are briefly discussed and identified in the following.

The continuation of the summer project on Euler simulation of the transonic projectile

aerodynamics has been completed. Accordingly, a thesis has been written by William D.

Newbold and submitted to the Graduate School of the University of Florida in partial

fulfillment of the requirements for the degree of Master of Science. The abstract of the

thesis is presented in the attachment I for reference. A copy of the thesis which is about

100 pages had been sent to the Armament Laboratory, Eglin AFB.

A numerical simulation of a simple transonic projectile aerodynamics has shown that the 0

laminar viscous flow simulation cannot provide realistic shock wave-boundary layer

interaction. Moreover, a novel zonal method investigated for the simulation of transonic

turbulent flow past a wing-fuselage configuration (a Ph.D. dissertation) indicated that the

method is a very promising approach for the complex configuration aerodynamics

simulation. Hence, the proposed task on the laminar flow simulation has not been

investigated. Instead the zonal method being developed is explored for the simulation of

transonic turbulent flow past a wraparound finned projectile. In this zonal method the flow

field is properly divided into a number of contiguous subfields called blocks in such a way
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that each block is partially bounded by a solid surface. Accordingly, the solid surface is

mapped onto a rectangular boundary plane in the computational space for direct application

of a thin-layer Navier-Stokes code as well as for effective calculation of algebraic eddy

viscosity. Then in the solution process each block is treated as an independent flow problem

governed by the same set of time-dependent Reynolds-averaged thin-layer Navier-Stokes

equations with interface boundary conditions updated at every time step of the solution

algorithm.

A specific configuration of a wraparound finned projectile with sting has been considered

for the investigation. As expected the composite grid topology and the domain

transformation required by the zonal method have made the block grid generation a very

challenging problem. In similar to but more complicated than the wing-fuselage

configuration, the fin blocks involve excessive distortions between the physical space and the

computational space; accordingly, special grid generation techniques are being investigated

for good block grid generation. The research progress to date is reported in the attachment

II. This project will be continued to completion by Mr. Juan B. Ordonez, a graduate

student.
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Abstract of Thesis Presented to the Graduate School of the
University of Florida in Partial Fulfillment of the

Requirements for the Degree of Master of Science

A NUMERICAL SIMULATION OF
WRAPAROUND FIN PROJECTILE AERODYNAMICS

By

WILLIAM DAVID NEWBOLD

December, 1989

Chairman: Chen-Chi Hsu
Major Department: Aerospace Engineering, Mechanics &

Engineering Science

A steady-state Euler code has been applied to

transonic flow past a tangent-ogive cylinder projectile

with wraparound fins. In order to accelerate convergence .....

the flow code uses local time stepping for which a Courant

number, CFL-5.0, has been specified. The grid developed-

for numerical simulation is an eight block algebraic grid.

Solutions were obtained for inviscid flow at Mach 0.95 and

Mach 1.20 with the projectile at zero degree and two

degrees angle of attack. Results for the flow problems

considered show good qualitative agreement with the physics

of the flow field. For flow conditions at Mach 0.95, a
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shock wave is formed over the nose of the projectile at

zero degree angle of attack. In addition, the infinitely

thin fins do not produce an apparent disturbance in the

flow field for these flow conditions. At two degrees angle 0

of attack, shock waves are formed in the fin area on both

sides of the projectile as well as the top. Flow

conditions at Mach 1.20 produced an attached shock at the

nose of the projectile for both zero degree and two degrees

angle of attack. There are no apparent shock patterns

formed between adjacent fins for either angle of attack, as

was the case for Mach 0.95 and two degrees angle of attack.

A grid refinement study using the flow conditions at Mach

0.95 and two degrees angle of attack shows no perceivable

difference in the computed solutions from two different

grids, indicating relatively grid independent results.
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INTRODUCTION

The numerical simulation of complex fluid flow phenomena over complicated geometrical

configurations has become possible with the constant advances made in the field of

computational fluid dynamics (CFD). Current CFD methods have become invaluable tools

in the efficient design of modem aerospace vehicles because they are able to provide, in

many instances, information that is unattainable by theoretical means or through wind

tunnel testing. This is especially true for the case of viscous, transonic flow past a three-

dimensional body, in which the flow phenomena may include vortex formation and shedding,

shock-wave boundary-layer interaction with induced flow separation, and possibly even shock

on shock interactions. These flow phenomena may be adequately resolved by solving the

"thin-layer" Navier-Stokes equations with the Baldwin and Lomax eddy viscosity model on

a boundary-fitted curvilinear coordinate system. For a complex three-dimensional

configuration, however, the grid generation of a suitable single grid network for the entire

flow domain is very difficult, if not impossible. A better approach is to divide the flow field

into several subregions called "blocks," so that the grid in each block is generated according

to the requirements of that particular subdomain. The solution to the entire flow field is

then obtained by solving these contiguous blocks independently while simultaneously

updating the boundary conditions at the corresponding block interfaces at every time step.

This multiblock computational approach for viscous, transonic flow simulations offers a lot

of promise because of its inherent flexibility and because of the parallel nature of the

solution process. Recently, the multiblock approach was successfully used to simulate the

transonic turbulent flow past a wing-fuselage configuration [1].
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In the present study, a multiblock computational strategy is being developed to simulate the S

viscous, transonic flow over a projectile with "wrap-around" fins. This particular

configuration was chosen because experimental data is available to evaluate the usefulness

of the multiblock method [2]. The physical domain is to be divided into fifteen blocks

which, after proper transformation, will then be solved in the computational domain. The

grid generation for this multiblock problem presents some special difficulties because of the

complexity of the block transformation required in certain regions of the flow domain. This

is especially true in the regions adjacent to the fin surfaces, where the mapping between

physical space and computational space involves a great deal of distortion. These distortions

can lead to grid skewness and grid overlapping, which make the Jacobians of the

transformation negative at some regions of the domain. Needless to say, this makes the

simulation impossible to carry out. Eliminating the occurrence of these negative Jacobians

with proper grid generation techniques is the main focus of the current research efforts.

GRID TOPOLOGY

The geometry considered in this study is a ten-caliber wrap-around fin (WAF) projectile

with a twenty-caliber sting, where one caliber is equal to the diameter of the projectile body.

This configuration is shown in Figure 1. The term "wrap-around" refers to the fact that,

when folded, each of the fins wraps around one quarter of the circumference of the

projectile body. In the extended position, the fins are positioned so that a plane passing

through both the fin root and the fin tip is perpendicular to the projectile body at the fin

root. The support sting is attached to the base of the projectile and has a diameter of one- 5
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third of a caliber. The outer domain for this problem has been defined as a cylindrical body

with a thirty-caliber radius, with a hemispherical cap on the front end (Figure 2).

Because of the nature of the Baldwin and Lomax turbulence closure model used in the

Navier-Stokes flow solver, the block transformation betwen the physical and computational

domains must be such that the solid surface in each block is mapped onto a single

computational plane. Thus, as shown in Figure 3, the entire flow domain is divided into

fifteen contiguous blocks that are partially bounded by a portion of the solid surface. Block

1 defines the forward portion of the WAF projectile; blocks 2 through 13 cover the fin

regions; block 14 takes care of the exposed portion of the base region; and finally block 15

covers the supporting sting. These blocks are shown in greater detail in both the physical

and computational domains in Figures 4 through 9. It should be noted that the block

interfaces are inclined at 45 degrees to the solid surface. This was done so that neither one

of the adjacent blocks at any given interface was biased by the grid skewness expected near

the dividing boundary.

The fin regions shown in Figure 5 deserve special attention. As illustrated in the second

figure, this subdomain is divided into a total of twelve blocks, so that the region between

any two adjacent fins contains three blocks. For instance, block 2 defines thv concave side

of the top fin, block 4 defines the convex side of the fin to the right of the first while block

3 defines the included portion of the projectile surface. It should be noted that the block

interfaces between blocks 2, 3, and 4 are defined so that each block covers approximately

one-third of the given subdomain. This discussion also applies to blocks 5 through 13.
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GRID GENERATION

The grid generation procedure used in this study to define the fifteen blocks of the WAF

projectile domain is relatively straight forward. The general procedure is to define the

appropriate boundary surfaces for each block using algebraic techniques, and then to

generate the corresponding volume grid using either two-boundary or four-boundary

algebraic grid generation methods. However, for the blocks on either side of each fin the

grid generation presents some special difficulties because of the complexity of the block

transformations. For block 2, for instance, the 12 = 1 plane is made up of two surfaces,

DALI and DJE, which are nearly perpendicular to each other (Figure 6). The same holds

true for the q2 = (2)m plane, with surfaces CBHG and CGF. Also, both the t2 = 1 plane

(surface ABHI) and the C2 = 1 plane (surface ABCD) are coplanar with parts of the '12 =

1 plane (surface DAIJ) and the '12 = (T12). plane (surface CBHG). Finally, note that arcs

JE and GF degenerate to points D and C, respectively. Thus line CD in physical space

becomes a singuLr plane in computational space, and it requires special coding. These

irregularities, which also appear in blocks 4, 5, 7, 8, 10, 11, and 13, make the grid generation

for these blocks rather difficult.

Surface Grid Generation

In general, the approach followed in generating the surface grids for each block was to use

the simplest tools available. Thus, in most cases, the boundary curves were defined

uniformly using straight lines. Some, however, required the use of tension splines [3]
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because of the high curvature involved (e.g., curve DE in block 2). The grid lines in each

of the bounding surfaces were then connected using straight lines wherever possible, and

using transfinite, bilinear interpolation wherever needed (e.g., surface DE in block 2).

Transfinite, bilinear interpolation is a surface generation technique which interpolates

linearly between four bounding curves to define the grid mesh for the included surface.

Volume Grid Generation

The algebraic grid generation technique used to define the volume grid for each of the

blocks is known as the four-boundary method [4], a technique based on Hermite transfinite

interpolation. In this method, two of the six bounding surfaces of a block are specified and

the interior grid lines are connected such that grid orthogonality is enforced at the given

boundaries. The other four boundaries are defined using straight lines. Once this first stage

has been completed (this first stage of the four-boundary method is also known as the two-

boundary method), the surface grids for a second set of bounding curves is then used to

redistribute the interior grid points. Thus the final volume grid generated matches the four

bounding surfaces given, while connecting the remaining two block boundaries with straight

lines. This volume grid may then be modified so that the grid points are clustered in

regions of high solution gradients (e.g., inside the viscous boundary layer).

DISCUSSION

The main goal in the present research effort has been to generate suitable grid networks for
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blocks 2, 3, and 4. As shown in Figure 7, block 3 does not exhibit any of the irregularities

described earlier and its corresponding volume grid was easily generated using the general

procedure described above. However, this has not been the case for blocks 2 and 4. The

following discussion will center upon the grid generation for block 2, as it serves to illustrate

the many complications that have been encountered up to now.

Figure 10 shows the surface grid generated for block 2 as seen from the front, top, and side

of the block, while Figures 11 and 12 show the detail near the fin surface. Note that these

figures only show the grids for the surfaces making up the C2 = 1 plane, the C2 = (C2)=

plane, the 12 = 1 plane, and the 12 = (ti) plane (compare with Figure 6). The sides of

the block, surfaces CFG and DJE, are inclined at 45 degrees to the sides of the fin so that

they separate the fin leading edge, edge BC, from the forward portion of the projectile, and

the fin trailing edge, edge AD, from the exposed portion of the base region, respectively.

Surface CDEF is defined so that block 2 occupies one-third of the flow domain included

between its two corresponding fins. The outer domain, surface EFGHLI, is defined as a

'rectangular" portion of the cylindrical outer surface. Finally, surface ABHI is a flat plane

defined tangent to the fin surface (surface ABCD) at the fin tip (edge AB). Note that, as

mentioned before, parts of regions DAI and CBHG are coplanar with surface ABHI, while

the rest follows the arched profile of the fin (see Figure 10).

The special challenges posed by the grid generation of block 2 may be better appreciated

upon closer examination of figures 6 and 10. As seen in the computational block shown in

Figure 6, the grid lines emanating from surface DAI must terminate in surface CBHG. As

seen from the side view or from the top view shown in Figure 10, this involves a great deal

of bending and distortion since these two surfaces lie on the same flat plane. Furthermore,
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the grid lines emanating from surface DE must circumvent the grid lines mentioned above

to reach surface CFG. As a final complication, a large portion of the outer domain

degenerates into a single line at the fin root (line CD).

A volume grid for block 2 has been generated with the four-boundary method, using first

the C2 = 1 and C2 = (C2). planes (the fin surface and the outer domain, respectively) and

then the 112 = 1 and % = ('h),, planes (the sides of the block). Although at first the four-

boundary technique appeared to have distributed the interior grid points properly, a routine

check on the value of the Jacobian of the transformation at each grid point revealed that

the volume grid generated was useless. It should be recalled that the Jacobian (or the

inverse of the Jacobian, depending on how it is defined) for a grid point in a three-

dimensional domain must be positive, since it is analogous to the volume of the grid cell

surrounding the given grid point. A non-positive value indicates that the grid is very skew

at best or, worse yet, that there is actual overlapping of the grid lines. When the Jacobians

for the 41x25x45 volume grid were calculated, a total of 4172 negative values were obtained

using the finite difference approach, and a total of 3269 negative values were obtained using

the finite volume approach. Negative values are sometimes expected when computing the

Jacobians using the finite difference approach, since a central difference formula cannot be

used for those points on the block boundaries. Grid skewness in these regions can thus lead

to the occurrence of negative Jacobians. However, negative values obtained using the finite

volume approach is a definite sign that other problems are present.

Closer inspection of the volume grid generated revealed that there was in fact grid

0 overlapping in certain regions of block 2. Figure 13 shows a side view of the middle '12

plane of the volume grid for block 2. This plane is defined by the midpoints of lines AB,
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GJ, EF, and CD, and is therefore a flat surface (see Figure 6). Figure 13 clearly shows how

some of the grid lines come out of and back into the region delineated by the left and right

edges of the plane. Apparently, the four-boundary method is unable to accomodate the high
0

degree of curvature near the solid surface and grid overlapping results. Since the Jacobian

at each grid point is needed in order to solve the governing equations in the computational

domain, the grid must be restructured so that the negative Jacobians are eliminated.

A couple of suggestions have been made in order to overcome this problem. The first is

to reverse the order in which the bounding surfaces are specified in the four-boundary grid

generation procedure. That is, the '12 = 1 and '12 = (12). planes should be used first to

generate the interior grid points, and then the C2 = 1 and C2 = (C2), planes should be

used to redistribute these points appropriately. The contention here is that since the former

are much closer than the latter, there is less chance that excessive bending and twisting of

the grid lines will cause overlapping to occur. The second suggestion makes use of the fact

that the block is symmetric with respect to the middle 12 plane. Thus, this plane may be

defined beforehand, and the four-boundary method may then be used to generate the two

symmetric halves of block 2. These two may then be combined to form the entire volume

grid for block 2.
0

Once the proper techniques are found to solve the problems described above, they may then

be used to solve similar problems encountered in the volume grid generation of block 4.

Once blocks 2 and 4 are properly defined, they (along with block 3) may then be rotated

around the axis of the projectile to generate the volume grids for blocks 5 through 13.

Blocks 1, 14, and 15, as mentioned earlier, may be easily generated using the techniques

discussed in the previous section. 0
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CONCLUSION

The development of a proper multiblock grid network for the wrap-around fin projectile

configuration has proven to be a very challenging task. The complexity of the

transformation required for certain blocks between the physical and computational domains

gives rise to certain complications which require the use of special grid generation

techniques. Once these complications have been resolved and a workable grid network has

been developed for each of the fifteen blocks, the intent is to modify this grid network so

that it exhibits the essential characteristics of a good grid network. Namely, smoothness,

orthogonality, and adaptation. This will ensure that a reliable tool is developed for the

study of complex projectile aerodynamics.
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ABSTRACT

Effectiveness models are developed to evaluate the performance of a

class of smart munition system. The aggregate problem and the

characterization of the elements of the system are analyzed. This is

followed by the formulation of a mathematical model. This model

describes the temporal operation of the weapon system in the battlefield

in the presence of threats and countermeasures. Simultaneously, it

captures the uncertainty element typically arising in such problems.

The solution results derived may be used to develop cost-free and cost-

related measures of effectiveness to evaluate and select smart munitions

weapon systems.

0
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I. INTRODUCTION

Over the last decade, various DOD agencies have been involved in

developing a family of weapon systems known as smart munitions (SM)

which could significantly enhance the U.S. capability in the

battlefield, while simultaneously improving mission survivability.

SMs have the autonomous capability to search, detect, acquire and

engage targets. They can be delivered by a variety of means such as

rockets, guns, dispensers, etc..., in large quantities over a large

arrays of land-mobile targets. They can simultaneously engage multiple

targets and be accurately delivered on selected targets without

requiring an operator on the loop. The development of a methodology to

assess the effectiveness of this new weapon system in the battlefield

while incorporating threats and countermeasures, becomes an important

problem to be analyzed and studied.

II. OBJECTIVES OF THE RESEARCH EFFORT

As part of an ongoing program, the Analysis Division of the Air

Force Armament Laboratory at Eglin AFB has requested its Technology

Assessment Branch to provide an assessment for a Smart Submunition

Technology program.

The objective of this program is to integrate advanced technologies

for the next generation of smart submunitions (SM). The technologies

would be advanced technology sensors, warhead, and maneuvering,

compatible with advanced aircraft and dispenser delivery systems, and

capable of providing substantial increases in effectiveness over current 
0

weapons against ground mobile targets. The target set being considered

for the program spans the spectrum of ground mobile targets, and

includes heavy armour, softer vehicles ranging from air defense targets

to light armor, and rail transpcrt. 0

The technology assessment necessitated the deve pment of in

appropriate methodology for evaluating the proposed system. As a

result, the following tasks had to be undertaken:

1. Study the perational characteristics of the Smart Submunition

Weapon Systems;
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2. Analyze the , cem by identifying the various components in the
operation of the system as well as the targets;

3. Characterize each component. Develop appropriate descriptive

parameters which may be used as inputs in an effectiveness model;

4. Formulate a mathematical model which describes the operation of the

weapon systems under battlefield condition by incorporating threat

and by capturing the stochastic nature of the problem;

5. Provide a systematic methodology to solve the mathematical model;

6. Develop appropriate measures of effectiveness.

A brief review of items (1), (2) and (3) is provided. The emphasis

of the present report is

1) to formulate a stochastic model and to provide a method of

solution to a prototype model describing the operations of the weapon

system;

2) to provide selected measures of effectiveness of the operation

of the weapon system.

III. THE SMART SUBMUNITION WEAPON SYSTEMS (SSUS)

The effectiveness in the use of a SSWS depends on the assumption

that the ultimate engagement in the battlefield is a "many-on-many". A

number of smart submunitions (SS) are delivered in the proximity of an

area where several targets are located such as tanks in a tank company.

Through its sensors, each submunition is capable of locating, detecting,
e

acquiring and engaging a target of a given type. The sensors have the

capability of identifying the kind of targets (e.g. tanks or APC) that

they are to engage. In general, the design of a SS is governed by the

environment within which it will be deployed and the characteristics of

the targets. As many factors as possible are accounted for in

developing the configuration of the SS. Even then, the effectiveness of

the SS may be enhanced or deterred depending upon the mode by which such

weapons are delivered in the vicinity of the target. For example, a

parachute-suspended SS is typically not highly maneuverable and uses a

small search footprint. As such, it would not be very effective against
6
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moving targets. A better design would be a parafoil-suspended SS or an

inflatable-wing SS both of which are highly maneuverable and have a

larger footprint. They have the capability of guiding the SS more

rapidly towards the target, thus being more effective against moving

targets. In addition, a larger footprint increases the probability of

acquiring a target.

For the engagement to be successful, it is necessary to deliver a

large number of weapons over a given area, and to provide each weapon

with the capability to search and locate a target with a high

probability of success. This requires that a large number of targets be

available within the footprint of the delivery weapon. The larger the

footprint, the more likely the weapon will acquire a target during its

search, assuming the same target density in the area. Once acquired,

the discriminating sensors carried by the weapon will identify the

target, select the ones to be attacked and thus pair each munition to a

target of a kind. An obvious disadvantage of this system is the

likelihood of more than one weapon attacking one particular target

unless specific algorithms are built into the weapon system to preclude

such situations. A second disadvantage is that in order to be

effective, the SS must be placed in the vicinity of the target by a SS

delivery system. Finally, in order to acquire and to precision guide

towards the target, it becomes necessary to slow down the search and

acquisition process. These disadvantages do not appear in most of the

existing weapons involving one-on-one engagement in which the weapon is

delivered from a much longer distance at a very high speed.

So far, of these three disadvantages, a solution has been found 0

only to the second one in which an unmanned carrier or dispenser

launched from a platform at a standoff position is used to place the

weapons in the vicinity of the target. This however requires the use of

a data link system which provides the platform with the necessary

information about target area coordinates and target movement so that

the carrier is launched and directed towards the vicinity of the target

area. Additional information may have to be continuously provided to

the dispenser regarding target location and the specific time at which 0

weapons are to be released. Aerial and ground sensors are typical means

to collect information on target location and movement. Aerial sensors 6
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may be in the form of remotely piloted vehicles (RPV) or unmanned air

vehicles (UAV) or AWACS. A combination of aerial and ground sensors may

be used. The information provided is transmitted to a C3I post which

then relays it to the launch platform. The launch platform function is

to transport the dispenser and to utilize the relayed information from

the C3 I post to aim and launch the dispenser from an appropriate

location at a given time. The dispenser transports the SS subpacks to a

given location and drops them so as to create a dispersal pattern which

results in the best engagement opportunities for the SS. It must be

noted that once the SS is dispensed, it depends solely on its own

seekers and sensors to guide it terminally towards the target.

In detailing the effectiveness of the aggregate weapon system in

the context of the mission it is supposed to be performing, one may not

neglect the contribution of the intelligence gathering system used in

support of the mission as well as the contribution of C3 . The

reliability of the mission is as good as the reliability of its

components and C3 I must be considered as an integral part of the overall

system.

When developing the appropriate equations to compute the overall

mission reliability as a function of time, it may be assumed that the

system is made up of two subsystems. The first subsystem consists of

the C3 I components providing the data link. The second subsystem

consists of the smart submunition weapon system (SSWS) whose components

are the platform, the dispenser, the parafoil and the submunition.

Assuming independence of operation of these two subsystems, the overall

mission reliability is the product of the reliability of the first

subsystem and the second subsystem. Mission reliability is sometimes

used as one of the measures of effectiveness.

A very important consideration at this stage is that time becomes

an important parameter to be accounted for in the development of

appropriate measures of effectiveness. This is insignificant when

studying the mission performance of traditional weapons since they rely

on their high speed for delivery and on the element of surprise when

attacking targets. However, in the case of SSWS, weapon delivery time

is much longer. This in turn eliminates the element of surprise and

provides the enemy significant more time to react to the attacking
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weapon system. Thus the enemy will have increased capability to perform

such actions as:

- maneuvering out of the range of incoming weapons;

- visually acquiring and destroying the guiding vehicle of the

weapon;

- initiating countermeasures to minimize or eliminate the

effectiveness of the weapon;

- securing positions by scattering or scrambling so as to decrease

the target density in the area of attack.

Typical components of the SSWS are:

1. The air platform;

2. The dispenser;

3. The parafoil;

4. The submunition warhead;

5. The submunition sensors;

Each of these components is characterized next. Following some

remarks concerning the operational effectiveness of the weapon system,

the target element is characterized.

1. The Air Platform

In the delivery of smart submunitions, it is envisioned thac an

aircraft will carry a number of dispensers, each loaded with several

subpacks of submunitions. From a standoff position, and following a

process of target area acquisition and location, the aircraft will fire

the dispensers either in salvo or in sequence so that each dispenser is

capable of maneuvering towards the target area.

Descrigtive Parameters

- Range and speed;

- Average time to release dispenser from the moment the aircraft enters

enemy territory:

- Intensity of threat encounter;

- Probability of aircraft being killed;

- Intensity of electronic Jamming encounter; 0

- Probability of aircraft's communication and data link being jammed and

loosing its mission capability. 0
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2. The Dspns

The dispenser is a container capable of self propulsion. It can

either be preprogrammed to move from its launch platform towards the

target area or it can be directed towards the area through a data link.

Alternatively, it is conceivable that through its own sensors it has its

own capability of homing towards the target area (autopilot). Once

within target area vicinity, it releases the submunition subpacks either

in salvo, or in sequence though an intervalometer setting. The release

time of the subpacks from the time of the dispenser's release from the

air platform is a variable and is constrained by the range of the

dispenser. Once the subpacks are released, the dispenser being not

programmed to be recovered is allowed to crash on landing and/or self-

destruct.

The choice of the dispenser depends on the mission to be

accomplished. This will dictate its capacity, load, speed, range and

other characteristics. For example a dispenser with a longer range is

desired if the weapons have to be carried from the air platform in a

distant position to second echelon supply lines in an interdiction role.

In addition the dispenser may have to generate a larger footprint.

Descrivtive Parameters

- Range and speed;

- Average time from instant of dispenser release from air platform to

instant of subpack releases;

- Intensity of threat encounter;

- Probability of dispenser being killed;

- Intensity of electronic jamming encounter;

- Probability of dispenser's data link being Jammed and loosing its

mission capability.

3. Theirafoil

The parafoil is the element used for the indirect delivery of the

submunition in widely dispersed area of target elements. It is a wide-

area search and control system of the targets with its own guidance. It

generates the search of a target over a relatively large footprint and

once the target is acquired by the submunition sensors, it controls and

directs its motion towards the target so as to achieve a range from
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which the warhead could be fired. The payload consists of the sensor

and the warhead. At the desired altitude, the subpacks in the dispenser

are ejected and the submunitions released. The parafoils are then

deployed and the search mode initiated. The wide area scan greatly

increases the search area to compensate for large delivery errors. Once

the fuze ignites the charge and an explosion is set up, the slug is

formed. Simultaneously the submunition sensors and the parafoil are

destroyed. The ability of a parafoil-controlled submunition to glide

provides an increased search area and control to target. With an

ability to change horizontal to vertical velocity ratio and to brake,

the parafoil can be programmed to provide a simple terminal homing

capability.

Descritive Parameters

-Average time to search and acquire a target.

4. The Submunition Warhead

The objective of the warhead is to achieve mobility kill in ground

mobile targets including heavy armor (tanks), softer vehicles (APCs, air

defense targets, light armor) and rail transport. The means of

attaining this objective is a modular Explosively Formed Penetrator

(EFP). The warheads are used in shoot-to-kill sensor fuzed

munitions(SFM).

In EFP warheads, the fuze ignites the explosive material (chemical

energy warheads). Some of the explosive energy is used to reshape the

liner and accelerate it towards the target.

5. The Submunition Sensors

The submunition sensors perform five basic functions:

a. A search function involving target search, detection,

identification, discrimination, classification and acquisition;

b. A target location function involving the location, relative speeds,

coordinates and other dynamic characteristics of the target with

respect to the submunition for target engagement;

c. A maneuvering function so that once target is acquired, the

submunition will maneuver to an optimum lethal range and position

to fire a warhead at a predetermined aimpoint;
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d. Auxiliary functions such as false target rejection, false alarm

elimination, warhead mode selection, etc ....

Sensors perform their functions by receiving electromagnetic

radiation emitted by targets and their surrounding environment.

Variations in electrical pulses due to radiation changes are sent to a

signal processor which perform the above functions. Sensors are

characterized by their operating mode (passive, active or dual) and

their operating waveband (infrared, millimeter wave, etc...).

In a passive mode, sensors receive radiation through a receiver,

emitted or reflected by objects on the battlefield. In an active mode,

sensors transmit radiation through a transmitter and receive the

associated reflections as well as radiation from other sources through a

receiver. Sensors operating in a dual mode include typically an active

mode for target acquisition and tracking and a passive mode for the

terminal phase.

We shall discuss three types of sensors: the infrared (IR)

sensors, the millimeter wave (MMW) sensors, and the electro-optical (EO)

sensors.

i. IR Sensors

IR sensors capture the radiant energy emitted by heated objects.

In their simplest type, IR sensors operating in the passive mode, scan

* optically the target area for IR radiation in a single waveband b'- all

bodies. A more complex design involves IR sensors that detect target

signature in two different wavebands, thus allowing discrimination

between a true target (e.g. tank) and a decoy (e.g. flare). Finally,

for high angular resolution for target detection and tracking, imaging

infrared (IIR) resulting in image like properties of the target, may be

used.

ii. HSesr

9 MMW sensors capture the radiant energy emitted by the reflection of

metal objects.

9 1ii. Sensors

EO sensors typically integrate optics and lasers and employ

9 advanced forward-looking infrared (FLIR) sensors and image-processing

computers for

0 - automatic target recognition;
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- intelligent tracking;

- prioritization of multiple targets;

- sensor input integration.

They contain a laser designator for directing laser-guided weapons and

for helping sea at night where smoke, dust, haze and smog are present.

Descrigtive Parameters of the Submunition

- Number of submunitions;

- Average time to search and detect a target;

- Probability of acquiring a target given that it is detected.

- Probability of acquiring a false target.

6. Remarks

i. The use of multi-mode (active and passive) and multispectral (MMW

and IR) systems present several advantages such as:

- provide greater accuracy in target hit;

- reduce false alarms;

- improve target detectability and acquisition;

- defeat enemy countermeasures.

ii. The final disposition of the submunition is a critical one

particularly if it is not paired to a target and its explosive is

not activated. In such a case, if the submunition is designed to

self-explode at a given altitude, it can create a source of heat

which could capture other incoming live submunitions. If .t is not

designed to self-explode or if the self-destruct mechanism fails to

be activated, it is liable to fall into enemy hands and thus be

technologically accessible for the development of countermeasures.
7. TeTre

Primary targets are ground mobile targets including heavy armors

(tanks) as well as softer vehicles ranging from air defense targets to

light armor and rail transport.

The distinguishing feature of smart munitions from other types of

anti-armor weapons is that they home on their targets and/or are

activated by them. They also attack targets at their most vulnerable

point namely the top. Typically, a large number of smart munitions will

be needed to insure defeat of a massive armored assault consisting of
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many targets. A barrage of thousands of these munitions would blunt

armored assault and reinforcing columns.

Descriptive Parameters

- Total number of targets (true and decoys);

- Proportion of decoys to total number of targets;

- Probability of target being hit;

- Probability of target being killed given that it is hit.

IV. THE MATHEMATICAL MODEL
1. The Problem

The development of a mathematical model depends on several factors

governing the actual conditions under which the weapon system operates.

This may include for example, environment, combat scenario, operation

sequence, mode of weapon delivery, weapon technology, etc... In

general, a model should be able to capture the uncertainty element

present in an actual combat situation together with the evolution of the

combat state at successive time epochs. Very often the objective is not

on simply winning a battle, but on how quickly to win a battle. From

that point of view, time becomes an important parameter to be

incorporated in the model.

0 To illustrate the methodology, we consider a situation in which an

aircraft releases a single dispenser from a standoff location just

before penetrating enemy lines. The dispenser carries M submunitions to

be released over an area A containing N targets (M > N).

2. &U tions

We assume that:

a. the dispenser carries M submunitions to be released over an area

containing N targets;

b. the number of targets is reduced only by the number of targets

killed by the submunitions. No other weapons are fired against

these targets and the targets are considered to remain within the

scanned area;

c. if a submunition does not acquire a target, it searches for another

* target;
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d. once a submunition acquires a target, it is locked onto the target

to be shot and killed;

e. no two or more submunit ons may acquire the same target;

f. each submunition acts independently of any other submunition;

g. the submunition sensors are not subject to threats;

h. a submunition can kill only one target;

i. a submunition may kill only the target that it acquires. That

means that a target cannot be killed "by mistake";

j. a submunition may not acquire a false or dead target;

k. the dispenser releases the M submunitions in salvo;

If any of the above assumptions are changed, the mathematical model

will have to be modified accordingly. The present model may be viewed

as a prototype which may be used to construct other model variants.

The stochastic aspect of the problem is characterized by

P(M-m, N-n, t), the probability that at time t following release from

the dispenser, there are exactly M-m remaining live submunitions (m - 0,

1, ..., M) and N-n remaining live targets (n - 0, 1, ..., N). One can

obtain P(M-m, N-n, t) by developing appropriate differential -

difference equations subject to a set of initial conditions. One way of

obtaining the solution of these equations is through a recursive 0

approach. Once P(M-m, N-n, t) is derived, one can obtain such

characteristics as the expected number of targets killed, the expected

number of submunitions to kill a given number of targets, the mission

reliability, as well as other measures of effectiveness. 0

3. Th Enholl
Adt + o(dt) - probability that the dispenser will release the

submunitions in salvo in the time interval (t, t + dt);

Ydt + o(dt) - probability that the dispenser will encounter an enemy

threat in the time interval (t, t + dt);

Pl - probability that the dispenser will be killed given that

it encounters an enemy threat;

wdt + o(dt) - probability that the dispenser will encounter enemy

countermeasures (e.g. jamming) in the time interval

(t, t + dt);

63-14



P2 - probability that the dispenser will be neutralized by

countermeasures and will not be able to accomplish its

mission;

P(it) - probability that at time t, the dispenser is in a state

i, i - 0, 1. State i - 0 corresponds to the state

"dispenser killed"; state i - 1 corresponds to the state

"dispenser not killed";

T - time at which dispenser releases the submunitions,

measured from time origin at which dispenser is ejected;

H - number of submunitions released in salvo by the dispenser;

N - total number of targets in footprint area (includes

decoys);

N1  - total number of decoys in footprint area;

0pdt + o(dt) - probability that a submunition will detect a target in

the time interval (t, t + dt); (r is time origin);

PA - probability that a submunition will acquire a target once

detected;

Pk - probability that a submunition will kill a target once

acquired;

P(M-m, N-n, t) - probability that at time t, there are M-m remaining

live submunitions and N-n remaining targets,

m - 0, 1, ..., M and n - 0, 1, ... , N.

E[.] - the expectation operator.

4. H2d1
i. The Disenser

0 We have

P(l, t + dt) - P(l, t)(l - Pdt)(l - wdt) + P(l, t)vdt (1 - wdt) (1 - pl)

+ P(1, t) wdt (1 - vdt)(l - p2) + o(dt)

dP(l,t)
or dt " " (vp1 + wP2 ) P(lt)

subject to the initial condition P(1, 0) - 1

0
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This yields P(l, t) - e'(vPl + P2 ) t

The probability that the submunitions are released in the time interval

(t, r + dr) following dispenser ejection at time origin is:

f(r)dr - P(l, r)e "Ar Adr

- e-(A + vPl + wP2)r 1dr (I)

ii. The Submunitions

In general the total number M of submunitions exceeds the total

number N of targets. Let P(M-m, N-n, t) denote the probability that at

time t there are (H-m) remaining live submunitions and (N-n) remaining

live targets (n targets killed). For t - 0, P(M, N, 0) - 1.

Now for 0 5m 5M and 0Sn N, nm

P(K-m, N-n, t+dt) -

- [1 - (M-m)(N-n) APA dt] P(M-m, N-n, t)

+ (M-m+l)(N-n+l) APAPk dt P(M-m+l, N-n+l, t)

+ (M-m+l)(N-n) APA ( 1 -Pk) dt P(M-m+l, N-n, t)

By expanding the first term, bringing P(M-m, N-n, t) to the left side,

dividing by dt and then taking the limit as dt - 0 we obtain:

d P(M-m, N-n, t)
- - (M-m)(N-n) TpA P(M-m, N-n, t)

dt
+ (M-m+l)(N-n+l) ApAPk P (M-m+l, N-n+l, t)

+ (M-m+l)(N-n) APA ( 1 -Pk) P(M-m+l, N-n, t)

for m - 0, 1, .... M, n - 0, 1, ..., N

The solution to this system of differential-difference equations is

M! N! 1
P(M-m, N-n, t) Pkn (l-Pk)m-n

(M-m)! (N-n)! (m-n)!

m-n (m-n)! n e (M -i-j)(N-j) JAPAt

E (-i) ( m ' n " i )  E1-O (m-n-i)!l! jO n [(M-i-2)(N-1)-(M-i-J)(N-j)]
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Now as t-.w, we have

For 0 : n : m < M and n < N

lim P(M-m, N-n, t) - 0
0t-

Also that for 0 : n S m - M and n : N

P1 (n) -lim P(O, N-n, t)
t-

M! (l.Pk)M-n _.M pn l.kM-n

(M-n)!n! k n

For n- N_: m-: M

P2(m) - iim P(M-m, 0, t)
t-)o

~~~N(1-Pk) m -N m (_,-N1)MrMNi

k i-O I FM-mJ

Expressions for the probability that all targets are killed and the

expected number of targets killed are as follows:

0 1) for M . N

Pall targets killed) - 1- E [ r (l.Pk)M-r Pl(N)
r-O k

N
Expected number of targets killed - E nPl(n)

n-O

2) for M - N

P(all targets killed) - pM
k

Expected number of targets killed - MPk

3) for M < N

Pall targets killed) - 0
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Expected number of targets killed - MPk

Steady state results for the probability of kill and the expected number

of targets killed are presented in Figures 1 and 2 for N - 5, Pk - 0.90

and M - 1, ... , 15.

5. Another Model

In this model, the same assumptions as the previous model prevail.

In addition, we assume that SMs may be attracted to hit dead targets,

since they may be a source of heat, thus sensitizing the infra-red

sensors of the SMi. Let

PAD - probability that a SM will acquire a dead target once

detected

PA- probability that a SM will acquire a live target once

detected

PAD
p - -

The corresponding differential - difference equations are

dP( -m -n t) (M- )(N-ninp) AP P(M-m, N-n, t)

+ (M-.+l)(N-n+l) p pA Pk P(M-m, N-n+l,t)

+ (M-m+l)[(N-n+np)(1- Pk) + npPkJ AP P(M-m+l, N-n,t)

where 0 :9 m :9 M, 0 :s n :s N, m ;: n

and P(M,N,O) - 1

The solution is for 0 S m :5 M, n - 0

0P(M-., N, t) - MI__ 1 - -p~)meN&~]-(H-rn)! ml[('1 Pk)(1  eP) ~~A

and for 1 :s m :s M, 1 :5 n :9 N, m ?- n, the solution is

H! N! n m-n-P0  m-n-P1  m-n-in-l n a

(H-in)! (N-n)! C10-0 a1-O an-l-0 i-0

CO eJ e(j ,0, t) + n [ or eA(or+r+q,r,t

J-0 I n rl q- (Zqnj

k k1 0O(kOJ)
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n-I
where an - m-n - Z aj

J-0

i-i

0 - 0 E a " for i - 1, 2, .... n
j-0

A1 - [(N-i+ip)(l-pk)+ippk] for i - 0, 1, ..., n

A(x,y,t) - - (M-x)(N-y+yp)PpAt for 0 s x M, 0 S y S N t > 0

0(k,r,q) - II [ -k-1)(N-k+kp)( -r-q)(N-r+rp)]1 , -IO k (-

r-k, loq

and
n

0(r,q,n,j) - (0,0,j)[(M-J)N-(M. r-r-q)(N-r+rp)] I 0(k,r,q)
k-I

for n- 1, 2, ... , N, j -0, 1, .. , a

THE LIMITING BEHAVIOR AS t 4

For P > 0 we can see that

lim P(M-m, N-n, t) - 0 for 0 5 m < M, 0 9 n < N , m n
t+.

while when m-M

lim P(O, N-n, t) -MI NI n M-n-k .- n-..
t-*w T(Nn)f Pk E .t . *0 - 0 an-O-

n ai a0  1
II Ai  E for 0 Osn SN, n5M
1-0 J-O 0(n,a n , n,j)

S2ecial Case : o-0

p-O corresponds to the case when a submunition may not acquire a

dead target. This case was examined previously.

Special Case 2: g-i

When p-l it can be shown that the formula for P(M-m, N-n, t)

simplifies to:
Mt Nt 1

P(M-m, N-n, t) .

(M-m)t (N-n)t m!
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n1i
E Z(l)n-i I ( 1 -Pk) + - k' 12 (1- e"NIAPAt)m e-(M-)NAPAt

* Li (n-i) !i! N j

for 0:5m :5M, 0 :5n :N, n :5m

The limit as t-),w is

i. P(M-m, N-n, t) -o0 for 0O:5m< M
t40W

and for rn-M
NI n ni 1 i

lrn P(0, N-n, t) - - (-l)n ((-P) - Pk]
t.-(N-n)! 1-0 (n-i)!i! N

Figure 3, 4 and 5 give numerical results for the expected number

of targets killed for M-6, N-5, p-1 PA - 0.9 and Pk - 0.9.

6. Im~ortant Remark

Although the two models studied assume that only one target can be

acquired by a single SM, they still can be considered as an

approximation for the case when the probability of two or more SMs

acquiring a single target is low. They also provide lower bounds for

the expected number of targets killed to the more general problem

involving a single targets acquired by several S!(s.

V. )EASURES OF EFFECTIVENESS

We develop five measures of effectiveness

1. Zxuected number of targets killed at time t. n(t)

A M min (m.N)
E (n(t)I E E n P(H-m, N-n,

m-O n-O

2. Ex~ected umer of submunitions to kill n targets at time t- ;(t)

A H
E E[m(t)1 - E mn P(M-rn, N-n, t)

rn-n
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3. Probability that all targets are killed at time t

M
E P(M-m, 0, t)

m-N

4. Mission reliability for the dispenser

This is the probability that the dispenser successfully releases

all submunitions. Let

A

P(l, 0, t) - probability chat at time t the dispenser In operating

successfully and the submunitions are not released;

A

P(1, 1, t) - probability that at time t the dispenser is operating

successfully and the submunitions are released.

It is then easy to verify that

A

dP(l, 0, t)A, " (p + AP1 + YP2) P(l, 0, t)
dt

A

dP(l, 1, t) A

and - P(l, 0, t)

A A

subject to P(l, 0, 0) - 1 and P(l, 1, 0) - 0

From these two equations one obtains for mission reliability of the

dispenser

A 
JP(1, 1, t) - a [1- *"(p + AP1 + vP2 )t]

+ AP1 + YP2

5. Exnected duration of the battle

Lt T be the random variable denoting the duration of the battle.

The battle will terminate if either all targets are killed or there are

no munitions left. Hence

M N-1
P(T > t) -1- E P(M-m, 0, t) - E P(O, N-n, t)

M-N n-0
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E(TJ M F P (T > t) dt

For the special case when p-0 and after some algebraic manipulation, one

obtains

H MI N! -kmN -N (1)3414i
E(T] - E _ pn(l~p)~ E

rn-N (H-u)! L-0 (m-N-i)!i!

N-1 l/(H-i-j)(N-J)ppA 0
E
J-0 N

HT [(H-i-1)(N-1)-(M-i-j)(N-Jj
ft-o

N-i M! N! H-n-i (1 )H-n-i

" E ___n M-n E _ _

n-0 (N-n)! k i1Pk -O (H-n-i)! i!

N-1 1/(H-i-i)(N-J)PPA

J-0 N
11 ((H-i-A)(N-1)-(H-i-i)(N-i)I
1-o

N-1 H! N! -

n-0 (M-n010-n0t k

J-0 n
UT ((-n-A)(N-ft)-(n-j)(N-JjJ
1-0

It is evident that the expected duration of the battle will decrease as

p increases

Remark: Case When Decoys Are Present

Let

N - total number of targets including decoys 0
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N, - total number of true targets

N-N$ - total number of decoys

P(rin) - probability that r true targets are killed given that n total

targets are killed

Then P(rIn) - , r-0, 1, 2, ..., n

[:)
* The probability that r true targets are killed, n total targets are

killed and m submunitions are used is (P(rjn).P(M-m, N-n, t)]. Using

this expression one obtains the following

i. Expected number of true targets killed, r(t).

A M min(m,N) n
E[r(t)] - Z E Z r. P(rjn) P(M-m, N-n, t)

m-0 n-0 r-O

ii. Expected number of submunitions used to kill r true targets, s(t).

A M min(m,N)
E(s(t)jr] - E Z m P(rjn) . P(M-m, N-n, t)

m-r n-r

VI. RECONKIDATIONS

The effective use of the smart submunition weapon system depends to
a considerable extent on the environment in which it will be operating;

whether such environment is natural or man-created. It becomes thus

imperative to factor out all the elements which may exist in an actual

battlefield situation and which contribute adversely on the performance

of these weapons, either by neutralizing or degrading their

effectiveness. Among such elements, one has to consider the following:

1. Hostile threats against the carriage aircraft, the dispenser, the

submunitions and the supporting C31.
2. Adverse weather conditions, particularly rain, snow, sleet and fog.
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3. Use of various passive and active countermeasures on the

submuuition sensors, such as smoke, corner reflectors, IR sources,

decoys and camouflage.

4. Use of ECM on the C3I system supporting the delivery of the

submunition. This includes air and/or ground sensors for target

area location and target movements, which transmit information

through data link to the air platform and/or the dispenser.

5. Use of reactive countermeasures by the enemy particularly as a

result of:

i. the visual acquisition of incoming submunitions delivered by

slow moving devices, such as parafoils;

ii. the activation of target mounted sensors warning of laser, radar

and IR acquisition;

iii. the possibility of acquisition by the enemy in the battlefield

of partly damaged dispensers and undetonated submunitions.

6. The potential use of presently unknown types of countermeasures.

7. The acquisition by submunition sensors of false targets.

8. The acquisition by submunition sensors of dead targets.

9. The engagement of one target, single or dead, by several

submunitions.

Consideration needs to be given to IR/HMW submunition sensors

homing on targets which have been incapacitated by previous attacks.

Such a situation can considerably deter the effective engagement and

pairing of a given submuition with a given live target.

Second, it is possible that test results may have demonstrated

acceptable performancp level of weapons under the condition that a

single target is present in the test area. However, the main

characteristic of a smart submnition weapon system is that it is a

many-on-many engagement system. Therefore, tests must be conducted

simulating actual combat conditions when several targets are present and

when they are being simultaneously engaged by several submunitions.

Finally, when assessing the performance of a smart munition system

either mathematically or by simulation, it is essential

1. to study and analyze the aggregate system including the carriage

aircraft, the dispenser, the submunitions and the supporting C31;
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2. to incorporate in the model all pertinent and significant factors

that bear on the performance of the system, including environment,

threats and countermeasures;

3. to define likely engagement scenarios and to perform the analysis

for each scenario in order to assess and compare their performance.

These scenarios should be the ones that are the most likely to

occur in a realistic combat situation using existing weapon

technologies for target acquisition, discrimination and

classification. Thus, depending on the prevailing technologies or

the performance of the system in the battlefield, one may have to

correspondingly adapt the mathematical model so that it reflects

more realistically the engagement scenario.
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DETONATION MODELING OF EXPLOSIVES

USING THE

HULL HYDRODYNAMICS COMPUTER CODE

by

Steven A. Trogdon

ABSTRACT

The HULL hydrodynamics code has been modified to accommodate multiple

sympathetic detonations or mult- le detonations resulting from a single

impact. The modifications have been made relative to the physics burn

option in HULL. A density criteria is used as the mechanism to trigger

a detonation. The resulting de~ination is instantaneous with the

propagation of the detonation f int proceeding at a rate determined by

the physics burn option in HULL. The modifications have been documented

in a change file so that they can be directly incorporated in the HULL

hydrocode. The change file appears in the Appendix. A discussion is

given in Section IV of the details of the modification. Comparisons of

the multiple sympathetic detonation model have been made with a previously

developed model which could handle only single point detonations. The

results were identical when there was only a single detonation. The

multiple sympathetic detonation model predicted significantly more

damage than did the single point detonation model when the potential

existed for a second detonation. The multiple sympathetic detonation

model represents a contribution to continuing efforts to study the

complex problem of lethality of kinetic energy weapons.

0
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I. INTRODUCTION:

The equations of continuum mechanics [1,2] consist of a coupled system

of partial differential equations which represent basic expressions for

conservation of mass, momemtum and energy. The HULL (3,4] code solves

these equations in an Eulerian and/or Lagrangian framework and as such

provides a useful tool for assessing, from a deterministic point of view,

the potential lethality of given impact scenarios. These impact

scenarios are often contemplated as occurring under conditions which

preclude experimental verification. The impacting of an explosive

material represents one such scenario. If sufficient energy is

transferred to the explosive during the impact process then the

potential exists for the initiation of a sustained detonation of the

explosive.

The Air Force Armament Laboratory has for some time been engaged in a

comprehensive program to study the potential lethality of kinetic

energy weapons (KEWs) under various impact scenarios with space targets.

These space targets generally have on board multiple warheads. The

ultimate goal is to destroy the space target. Destruction of the space

target may be conceived of as occurring through an impact process in

which a sustained detonation of one of the warheads occurs. The
0

sustained detonation may then cause subsequent sustained detonations

of the remaining warheads. If at any one step in this chain of

detonations there is insufficient energy present to spawn a new

detonation then the detonation chain will be broken 
and the warhead

will be incompletely destroyed. Of interest is a determination of

those impact conditions which, if met, would result in the destruction

of the warhead. Before one can answer the destruction question one 0
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must be able to consistently model multiple sympathetic detonations.

These detonations may be initiated by debris fragraments or they may

be initiated by shock wave interactions from some other explosive

event or they may be initiated by a penetrator which, after outrunning

the detonation front, initiates a subsequent detonation. An

implementation, within HULL, of a means of modeling these detonation

scenarios would therefore serve as a valuable first step in

understanding the effectiveness of KEWs.

II. OBJECTIVES OF THE RESEARCH EFFORT:

The major objective of the research effort was to develop a capability

of assessing the lethality of high velocity KEWs. The following

specifics were addressed in order to complete the research objective:

(i) perform a literature review of the state-of-the-art in

explosive modeling to insure that the highest levels of

explosives understanding was available for application.

(ii) provide an appropriate modification of the HULL code

which would allow its physics burn option to handle the

occurrence of multiple sympathetic detonations.

(iii) compare the qualitative features of the multiple point

detonation model with a model which had only a single point

detonation.
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III. OVERVIEW OF RESEARCH:

a. Pertinent detonation literature was first reviewed to insure

that the highest levels of explosives understanding was available for

application. It was found that there are basically four popular

approaches to modeling detonations. Firstly, there is the progranmed

burn approach (3,4]. This approach is one available option for

modeling detonations in the HULL code. This approach to modeling

detonations, as the name "programmed" implies, must be completely 0

programmed. That is, the initiation point of the detonation, the

detonation velocity and the time at which the detonation should occur

must all be programmed by the user of the code. Secondly, there is

the physics burn option used in the HULL code (3,4]. This, approach

essentially assumes that the propagetion of the detonation front is

governed by the steady-state conditions as outlined by Mader [5] and,

except for the modification of Trogdon [6] to this option, the user

must specify the initiation point of the detonation. Thirdly, there

is the approach of Tarver et. al [7]. This approach, unlike the two

previously outlined approaches, uses the concept of initiation and

growth to model detonations. The two previous approaches, with the

exception of the Trogdon modification, are models which require

programmed initiation with resulting instantaneous detonation. The

Trogdon modification provides a density criteria to trigger initiation

with resulting instantaneous detonation. The Tarver approach couples

a phenomenological reaction rate equation that governs the rate of

change of detonated (i.e. burned) material with a progranned burn to

advance the detonation front. Lastly, there is the Forest Fire (8,9]

approach. This approach couples a reaction kinetics equation with the

flow equations behind a shock via the shock jump conditions. The
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Forest Fire approach is an initiation and growth model.

b. A simple impact problem was next formulated to serve as a basis

for comparisons to determine if modifications to the HULL code to

accommodate multiple sympathetic detonations was working properly. The

revised HULL code was checked to see if a multiple point detonation was

actually occurring in a manner which was physically consistent and

meaningful. The modification used the same density trigger that was

used in the Trogdon (6] modification of the physics burn option in HULL

to accommodate single point detonations. A comparison of results

obtained with modifications to the HULL code to accommodate multiple

sympathetic detonations was made with the Trogdon modification

mentioned above.

c. By making the comparisons indicated above we were able to

incorporate a multiple point detonation model in the HULL code which

seemed to be physically consistent and meaningful. These changes are

given in the Appendix. In section V we give the explict comparisons

mentioned above.

IV. THE DETONATION MODEL:

In Figure 1 we have depicted the cell arrangement in the finite

difference mesh that is used in the physics burn option of the HULL

code. It is this option that is-to be modified to accommodate multiple

sympathetic detonations and thus the existing cell arrangement must be

used in order to effect any modifications. The notation in Figure 1 is

as follows. The cell "N" is the cell that is a candidate for detonation.

It is the state of this cell that we will use in the modeling discussed
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Figure 1. Cell arrangement in the finite difference mesh
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below to control initiation of a detonation front. The cells "NA", "NB",

"NL" and "NR" are respectively the cells that are inmmediately above,

below, to the left and to the right of the candidate cell. These cells

will be referred to as the surrounding cells. Within the physics burn

option of HULL a detonation is initiated by converting all of the

material in a cell that is a candidate for detonation to detonated

material. The candidate cell or cells must - .hosen by the user of the

0 code and the conversion of the contents of thi' iell/cells to detonated

material must also be done by the user prior . code execution. Once

there is detonated material in the finite difference mesh, the

propagation of the detonation front (i.e. the determination, at each

time step, of what percentage of the mass of other cells in the finite

difference mesh will be converted to detonated material) is

automatically done by the physics burn option of HULL. The present

modeling of multiple sympathetic detonations uses the physics burn

option of HULL to propagate the detonation front. However, the

initiation of a detonation is done within the code through modifications

which check the state of the cell which is a candidate for detonation.

At each and every time step all of the cells in the computational finite

difference mesh are considered to be cells which are candidates for

detonation. A candidate cell will be detonated only if all of the

following conditions are satisfied:

(i) the candidate cell has no detonated material in it and

there is some undetonated material in the cell.

(ii) the density of the undetonated material in the cell has

exceeded a user supplied threshold (this is the density trigger).
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(iii) all surrounding cells have no detonated material in them.

The philosophy behind the above modeling is that we do not want the

modifications to affect the way the physics burn option of HULL

propagates a detonation front, we only want to affect where a detonation

front is initiated. In this way we can model multiple sympathetic

detonations without affecting the physics of how the resulting

detonation front i:3 propagated.

V. COMPARISONS:

We next make comparisons of results obtained with modifications to the

HULL code to accommodate multiple sympathetic detonations with the

Trogdon (6] modification which can accommodate single point detonations.

The impact situations are identical except that the Trogdon modification

car '1 accommodate a single detonation while the modifications to

handle multiple sympathetic detonations can accommodate the potential

for multiple detonations. The density criteria discussed in (6] has been

incorporated in the detonation modeling to trigger a detonation. The

3
density trigger was set at 1.92 gm/cm for all comparisons. In Figure 2

we have, by means of a raster plot of the density in the respective

materials, depicted the physical problem prior to impact. The problem is

axially symmetric and impact occurs along the axis of syrmetry.

Physically, we have a cylindrical tungsten penetrator impacting a

cylindrical arrangement of materials at 6 kilometers/second. The

cylindrical arrangement of materials consists of (from bottom to top)

steel with an adjacent explosive (octol). The explosive is separated

by an aluminum plate. The separator plate of aluminum was included in
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order to determine if the multiple point detonation model was working

properly. For the single point detonation model, there should be an

initiation point at the interface between the steel and the explosive

and along the axis of symmetry. There should not be a second detonation

at the interface between the aluminum plate and the explosive above it.

The explosive above the aluminum plate will not detonate until the

explosive "burns" through the aluminum. However, for the multiple point

detonation model there will exist the potential for not only an

initiation point at the interface between the steel and explosive but

also a shock-initiated detonation at ,the interface between the aluminum

and the explosive above it.

In Figures 3 and 4 we have given raster plots of the density in the

respective materials for a single point detonation. In the left half of

the figures we have deoicted the density variations throughout the

entire configuration. In the right half of the figures we have depicted

the density variations throughout only that portion of the entire

configuration which is actually detonated material. In this way we may

make direct comparisons between the single point detonation model and

the multiple point detonation model. In Figure 3, at 4 microseconds,

the detonation front (i.e. shock wave) has reached the aluminum plate.

In Figure 4, at 8 microseconds, the shock wave has been transmitted

through the aluminum plate but not as a detonation front since there can

at most be a single detonation point. There is present at 8 microseconds

a portion of the explosive above the aluminum plate which has been

detonated. The presence of this material is not due to a second

detonation, but is due rather to the detonated material below the

aluminum plate "burning" through the plate and subsequently detonating
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the explosive above the plate.

In Figures 5 and 6 we have given raster plots when the potential exists

for multiple sympathetic detonations. Figures 5 and 6 are to be compared

respectively with Figures 3 and 4. In Figure 5, at 4 microseconds, the

characteristics of the detonated region below the aluminumn separator

plate is identical to that in Figure 3. However, as the shock wave

passes through the separator plate it does so as a detonation front.

That is, there is sufficient energy transmitted to the explosive above

the separator plate due to the shock wave below the plate to spawn a

second detonation. In Figure 6, at 8 microseconds, the detonation front

has propagated into the explosive above the separator plate and has

actually burst through the back plane of that explosive. This second

detonation is to be contrasted with the results in Figure 4. The damage

is clearly more extensive when there is a second detonation.

0
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VI. RECOMO4ENDATIONS:

a. The research conducted as part of this Research Initiation

effort under the Mini-Grants Program represents a valuable contribution

toward understanding the effectiveness of coupling kinetic energy and

explosive effects by considering the modeling of multiple sympathetic

detonations and thus has addressed one of the many complex issues

associated with KEW lethality. Modeling multiple sympathetic

detonations of an explosive has been accomplished by making

modifications to the physics burn option of HULL. A change file has

been provided in the Appendix of this report which will allow these

changes to be implemented with any running of HULL.

The present modeling possesses several advantages over previous

modeling [6] of shock initiated detonations using HULL:

(i) The present modeling can handle multiple sympathetic

detonations. These detonations may be initiated by debris

fragments or they may be initiated by shock wave interations

resulting from some other explosive event.

(ii) The present modeling can handle situations in which a

penetrator initiates a detonation, outruns the detonation front

and initiates subsequent detonations.

b. Several concerns arose during the course of the research. These

concerns are summarized below:

(i) Does the multiple point detonation model that has been e
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incorporated in the physics burn model of HULL or even the

previous (6] shock initiated detonation model actually model

reality? Perhaps a way to answer this question is to perform a

series of experiments to see how closely results can be matched

with reality.

(ii) What is the effect of considering the shock-to-detonation

transition? The modifications to date to the physics burn model

of HULL have assumed that this transition is instantaneous. In

fact, the physics burn model as well as the programmued burn model

of HULL assume that the shock-to-detonation transition is

instantaneous. To adequately answer the question of whether or

not a space target will be destroyed one must be able to

determine, with known initial conditions, if sufficient energy

is present to spontaneously detonate all of the space target's

warheads. At present, the best way to obtain information about

the potential lethality of given impact conditions is to have at

one's disposal codes which utilize initiation and growth

mechanisms to model detonations. The physics burn model of HULL

could be extensively modified to accomodate an initiation and

growth model such as the Forest Fire (8,9 ] burn model.

(iii) The present modeling needs to be carefully evaluated.

The code, at times, appeared to "generate" undetonated material

in regions which were completely detonated. Although the impact

on the physics of the detonation process could be minimized,

this artifact of the modifications to HULL needs to be

investigated to see if the modeling has been correctly

incorporated in HULL and to see if HULL is correctly advancing
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the detonation front.

The above concerns are p-ovided as evidence of the need for future

research on detonation modeling.

0

0

0
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APPENDIX - CHANGES TO THE HULL CODE
-------------------------------------

*1 50928
*KEEPTO TROGBURN BURN1

C
C VARIABLES USED IN TROGDON-BURN1 RHO-INITIATION
C

COMMON /BURN/IBURN, irho (193)
C
*LABEL TROGBURN
*1 70474
*KEEPTO TROGSURN BURN1

IBURN-0
*LABEL TROGBURN
*1 87719
*KEEPTO TROGBURN BURN1

c

c this is the beginning of trog-burnl rho-initiated detonation

if (iburn .eq. 1) goto 110
c

c dimension irho(imax) in coiamon/burn/iburn,irho(imax)
c where imax is initialized in the keel input file
Cc

c this is the density threshold
c

denc-1.92d0
nstart-n
nlsave-nl
nrsave-nr
do 100 istep-2,iq

irho(istep)-0
n-nstart+(istep-1)*nh
nl-n-nh
nr-n+nh

c
c check to see if cell is a candidate for detonation, do not
c detonate cell (ie. change mass in cell to burned material)
c unless:
c 1. cell has no burned material in it
c 2. density threshold has been reached
c 3. all surrounding cells (cells to left, to right, above
c and below) have no burned material in them
c
c
c check to see if cell has burned material in it
c

if (xm(n+ib) .gt. 0.0 .or. xv(n+iu) .le. epl) goto 100
den-xm(n+iu)/xv (n+iu)

C
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c check to see if the density threshold has been reached
c

if (den .ge. denc) then
tntb-O.
tntl-O.
tntr-O.
tnta-O.
fact-4.
if (istep .gt. 1) tntl-xm(nl+iu)+xm(nl+ib)
if (j .gt. 1) tntb-xm(nb+iu)+xm(nb+ib)
if (j .1t. Jmax) tnta-xm(na+iu)+m(na+ib)
if (istep .1t. imaxml) tntr-xm(nr+iu)+xm(nr+ib)

c
c calculate mass fractions of burned material in neighboring cells
c

if (tntl .ge. 0. .and. tntl .lt. epl) then
thetal-O.
fact-fact-1.

else
thetal-xz(nl+ib)/tntl

endif
if (tntr .ge. 0. .and. tntr .1t. epl) then
thetar-O.
fact-fact-1.

else
thetar-xm(nr+ib)/tntr

endif
if (tntb .ge. 0. .and. tntb .1t. epl) then

thetab-0.
fact-fact-i.

else
thetab-xm(nb+ib)/tntb

endif
if (tnta .ge. 0. .and. tnta .1t. epl) then
thetaa-0.
fact-fact-1.

else
thetaa-xm(na+ib)/tnta

endif
c
c calculate average mass fraction of burned material in
c neighboring cells
C

if (fact .eq. 0.) then
irho(istep)-I
goto 100

else
ave-(thetal+thetar+thetab+thetaa)/'act

endif
c
c pick out those cells in the given row which essentially have
c neighboring cells which are unburned
c

if (ave .ge. 0.0 .and. ave .le. epl) irho(istep)-i
endif

100 continue

64-23



c6

c detonate those cellC in the given row which have sat1isfied the
c criteria for detonation
c

do 105 istep-2,iq
n-natart+ (i3tep-l) *nh
if (irho(istep) .ne. 0) than
xmu-m(n+iu)
xvu- xv (n+iu)
den-x(n+iu) /xv(n+iu)
xzu(n+ib) -xm(n+ib) +xm(n+iu)
xm(n+iu) -0.dO
xv (n+ib) -xv (n+ib) +xv(n+iu)
xv(n+iu) -o.dO

write (*, 1) istep, J, t, den
1 format(lx,'i - ',13,3x,'J - l,13,3x,ltime - ,el4.6,3x,'density'

1' -,fS.3)

write(*,2) xmu,xmv
2 format(lOx,'mass - ',el4.6,3x,volume - ,el4.6/)

endif
105 continue

n-nstart
ni-nisave
nr-nrsave

110 continue

c this is the end of trog-burni rho-initiated detonation

*LABEL TROGBURN
*KEEPTO TROGBURN BURN1
*1 88264

IF (X14(NB+IU) .LE. 0.) GO TO 6010
*LAEL TROGBURN

64-24



Stress Analysis of a Penatrator using Finite Ele-
ment Method

Wafa Yazigi

1900 Stevens Dr. #615
Ricbland, Washington

June 14, 1989

-- ---- . . . . .. ..



Stress Analys's of a Penatrator using Finite

Element Method

Wafa Yazigi

June 14, 1989

1 INTRODUCTION

Finite Element Method (FEM) has been known to be one of the most powerful tools
for static and dynamic analysis of structures with irregular geometries. In this inves-
tigation the stresses of a scaled down penatrator, shown in Figures 1, which is subject
to a 40,000g acceleration are predicted using FEM.

This analysis is performed using MCS/PAL2 [11 which can run on an IBM PC
micro computer. In the Appendix, a complete listing of the data set is included.

2 FINITE ELEMENT MODEL

As shown in Figures 1, the penatrator is consisted of a head made of Brass and a
body made of Aluminum. Due to the symmetrical geometry of the panatrator it is
possible, and computationally advantageous to study the model in 2D using plate
elements.

* Model Definition and Requirements

Figure 3, illustrates the finite element model. A combination of the triangular
and quadrilateral plate elements are used to model the uniform and nonuniform
sections of the model.

"Richland College
1MSC/PAI2 is fully compatible with the MSC/NASTRAN.

S
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Figure 1: The penatrator model definition
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0

Figure 2: The Finite Element mesh of the penatrator

* Boundary Conditions and Loading

To avoid the model inconsistencies (i.e. singularities due to the rigid body mo-
tions), the boundary conditions are considered such that the tip of the penatrator
is constrained from translational displacements. Also an inertia force, due to the
acceleration of the penatrator is acting at the base, Figure 3. In using FEM,
such virtual supports and assumptions on the boundary conditions are some-
times necessary, even though they might result in fictitious displacements and
stresses.
The inertia force is in a form of a sudden acceleration with the magnitude of
40,000g. As far as stress effects are concerned, such loadings produce approxi-
mately twice the stress and deflection that would have been produced had the
loading been static [3]. This can be taken into consideration by doubling the 0
inertia load.

* Discussion of Results

The stress results (psi) obtained from MSC/PAL2 are shown in Figures 4 and
5 and the deflections (inch) are included in Table 1. The virtual supports at
the tip of the penatrator have resulted in over predicting the stresses in that
area. Therefore, these stresses should be ignored. The maximum stresses at
other locations in the model are in general agreement with the design criteria for

@
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Figure 3: The assumed boundary conditions of the penatrator

Aluminum and Brass and based on the current information, they do not reflect
inconsistencies.

In this analysis, 2D PLATE elements were used to model the penatrator. It is
recommended, however, to model the penatrator with 3D finite elements (such
as BRICK elements). Such study would allow a more realistic prediction of
the stresses in space due to the static or dynamic loadings. A 3D analysis
requires at least 40MB computer RAM with the MSC/PAL2 program. Due to
our current computer hardware limitations such analysis was not possible and
can be included in future works.
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3 APPENDIX

The following data is a complete listing for the penatrator to run by the MSC/PAL2
program.

TITLE. MSC/mod
NODAL POINT LOCATIONS 28 6. 1.5 0.0

2 1. 0.0 0.0 29 9. 0.375 0.0
3 2. 0.0 0.0 30 10. 0.5 0.0
4 3. 0.0 0.0 31 11. 0.625 0.0
5 4. 0.0 0.0 32 12. 0.75 0.0

6 5. 0.0 0.0 33 9. 1.125 0.0

7 6. 0.0 0.0 34 10. 1. 0.0
8 0.0 0.1875 0.0 35 11. 0.875 0.0
9 1. 0.1875 0.0 36 9. 0.5625 0.0

10 2. 0.1875 0.0 37 9. 0.75 0.0
11 3. 0.1875 0.0 38 9. 0.9375 0.0
12 4. 0.1875 0.0 39 6.75 0.09375 0.0
13 5. 0.1875 0.0 40 7.5 0.1875 0.0
14 6. 0.1875 0.0 41 8.25 0.28125 0.0
15 0.0 1.3125 0.0 42 6.75 0.28125 0.0

16 1. 1.3125 0.0 43 7.5 0.375 0.0
17 2. 1.3125 0.0 44 8.25 0.46875 0.0
18 3. 1.3125 0.0 45 6.75 1.21875 0.0
19 4. 1.3125 0.0 46 7.5 1.125 0.0
20 5. 1.3125 0.0 47 8.25 1.03125 0.0
21 6. 1.3125 0.0 48 6.75 1.40625 0.0
22 0.0 1.5 0.0 49 7.5 1.3125 0.0
23 1. 1.5 0.0 50 8.25 1.21875 0.0
24 2. 1.5 0.0 51 6. 0.75 0.0
25 3. 1.5 0.0 52 6.75 0.75 0.0
26 4. 1.5 0.0 53 7.5 0.75 0.0
27 5. 1.5 0.0
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54 8.25 0.75 0.0
55 10. 0.75 0.0
56 11. 0.75 0.0

--BLANK LINE--
MATERIAL 1.04000E+07 3.75000E+06 0.OOOOOE-01 3.30000E-

01 O.OOOOOE-01 +
0.OOOOOE-01 0.OOOOOE-01

QUAD 2 0 0.1 0.0
CONNECT I TO 2 TO 9 TO 8
CONNECT 2 TO 3 TO 10 TO 9
CONNECT 3 TO 4 TO 11 TO 10
CONNECT 4 TO 5 TO 12 TO 11
CONNECT 5 TO 6 TO 13 TO 12
CONNECT 6 TO 7 TO 14 TO 13
CONNECT 15 TO 16 TO 23 TO 22
CONNECT 16 TO 17 TO 24 TO 23
CONNECT 17 TO 18 TO 25 TO 24
CONNECT 18 TO 19 TO 26 TO 25
CONNECT 19 TO 20 TO 27 TO 26
CONNECT 20 TO 21 TO 28 TO 27
CONNECT 7 TO 39 TO 42 TO 14
CONNECT 39 TO 40 TO 43 TO 42
CONNECT 40 TO 41 TO 44 TO 43
CONNECT 41 TO 29 TO 36 TO 44
CONNECT 21 TO 45 TO 48 TO 28
CONNECT 45 TO 46 TO 49 TO 48
CONNECT 46 TO 47 TO 50 TO 49
CONNECT 47 TO 38 TO 33 TO 50
CONNECT 14 TO 42 TO 52 TO 51
CONNECT 42 TO 43 TO 53 TO 52
CONNECT 43 TO 44 TO 54 TO 53
CONNECT 44 TO 36 TO 37 TO 54
CONNECT 51 TO 52 TO 45 TO 21
CONNECT 52 TO 53 TO 46 TO 45
CONNECT 53 TO 54 TO 47 TO 46
CONNECT 54 TO 37 TO 38 TO 47
MATERIAL 1.50000E+07 5.50000E+06 0.000OOE-01 3.OOOOOE-
01 0.OOOOOE-01 +

0.OOOOOE-01 0.OOOOOE-01
CONNECT 29 TO 30 TO 55 TO 36
CONNECT 38 TO 55 TO 34 TO 33
CONNECT 30 TO 31 TO 56 TO 55
CONNECT 55 TO 56 TO 35 TO 34
TRIANGULAR 2 0 0.1 0.1 0.1
CONNE-T 36 TO 55 TO 37
CONNEC.T 37 TO 55 TO 38
CONNECT 31 TO 32 TO 56.
CONNECT 56 TO 32 TO 35
END DEFINITION

65-10

I I I I i0



DISP 1
TX 0.0 1
TX 0.0 8
TX 0.0 15
TX 0.0 22
TY 0.0 22

* -BLANK LINE-
FORCE 1
FX -40000. 32

-- BLANK LINE -

SOLVE
QUIT
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Knowledge-Based Target Detection

For the RSPL/PL laboratories

by

Asad Yousuf

This research project is a feasibility report which aims at the analysis of existing target

detection algorithms and the enhancement of these algorithms using Al ( Artificial

Intelligence) and Knowledge-Based techniques.

The blackboard model of problem solving is used to map procedural algorithms

Blackboard model not only adds credibility but also supports a robust model for problem

solving.

The report also aims at the analysis of the Automated Reasoning Tool ( ART ) for

developing and deploying Expert systems. The tool is discussed in detail and is evaluated

on Leading Edge model D3 microcomputer.

Finally expert system techniques applicable to the target recognition and detection is

suggested to enhance the existing capabilities of the RSPL/IPL laboratories at the Eglin Air

Force Base.
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INTRODUCTION

With advancements in image sensor technology, the central complaint against many of the

existing algorithms and computer techniques is that they lack the demands for greater

accuracy in the detection and recognition of both mobile land targets and fixed high-value
land targets.

Artificial Intelligence is that part of Computer Science that concern itself with the concepts
and methods of symbolic inference and symbolic representation of knowledge. Al (
Artificial Intelligence ) have shown how appropriate use of symbolic manipulation can be
of great use in making signal processing more effective and efficient. Conventional
procedural programming languages and their satellite tools (editors, debuggers, version
control packages, etc ) were not designed for Knowledge Engineering and are not
appropriate. An Expert System designed for Knowledge-Based techniques in variety of
domains such as target recognition and target detection of both mobile and fixed high-value

land targets can be built using a different software foundation, Al tools.

The main purpose of this report is discuss the benefits of integrating artificial intelligence (

Al ) into automatic target recognition and detection. The existing algorithm defined by
Naser Hamadani in his master's thesis," Automatic Target Cueing in IR ( Infra Red)

Imagery, Air Force Institute of technology is evaluated. This research report aims at the

feasibility of integrating knowledge-based techniques into Hamadani algorithm. The

blackboard model of problem solving is discussed to map the procedural algorithms into

segmented knowledge sources ( KS ).

This report also focuses on the automated reasoning tool (ART) for building rule-based

systems. ART runs primarily on sophisticated workstations, and is useful for tasks

requiring complex hypothetical reasoning. Environment of ART is demonstrated by

deploying an application on Leading Edge model D3 microcomputer. ART also runs in

many C environments including IBM PCs, mainframes, and workstations.
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OBJECTIES
9

The RSPLIAPL laboratories at the Armament Laboratory is a functional computing facility

incorporating high resolution image processing, algorithm development and validation,

seeker peformance validation, statistical analysis of data and other functions.

The RSPL/IPL laboratories is in the process of developing intelligent seekers to attack

mobile and fixed high-value land targets; such intelligent seekers can be

designed/developed through artificial intelligence ( AI ) techniques and tools.

The principle objectives of my research as a participant in the 1989 USAF-UES research

initiation program ( RIP ) were to :

1. Study of existing target detection algorithm and the enhancement of these algorithm

using Al (Artificial Intelligence) and Knowledge-Based techniques.

2. Blackboard model of problem solving to map procedural algorithms is discussed in
* detail.

3. Study of the Automated Reasoning Tool (ART) for developing and deploying Expert

systems. The tool is evaluated on Leading Edge model D3 microcomputer.

4. Evaluate and deploy a Knowledge-Based application to illustrate benefits of the
software foundation tools such as ART.
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ANALYSIS OF NASER HAMADANI TARGET DETECTION ALGORITHM

Figure I represents block diagram of the Hamadani target detection algorithm , which

attempts to detect and recognize objects in low resolution Infra Red ( IR ) imagery.

In the algorithm a Kirsch edge operator is used to initially enhance the image. Kirsch

operator is also used for the edge detection on the enhanced image. Then the images are

applied to the statistical tests to reject those portions of the images that are not significant in

statistical terms.The pixels are then processed for connectedness and size tests to detect the

blobs in the objects.

In the statistical test the pixels shoulWI have values above a certain threshold. Connectedness

test finds the points that passed through the statistical test. Segmentation involves with the

labelling of each of the connected regions. The process of thinning converts each of the

connected regions into a box shape. Length to width test confirms that each of the boxes

have reasonable length to width ratio.

The level of noise in the image causes a major problem in the detection and recognition of

the targets. In some cases noise can also create false targets which are recognized as the real

targets. Artificial Intelligence ( Al ) techniques can be used to process the images with

noise.

Artificial Intelligence Knowledge-based environment demands segmentation of Naser 0

Hamadani code into different modules. Modularity of the code will result in reduction of

complexity and will increase efficiency of the algorithm.

4
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KNOWLEDGE BASED TECHNIQUES

A problem solving model is a scheme for organizing reasoning steps and domain

knowledge to construct a solution to a problem. The central issue of problem solving deals

with the question : what pieces of knowledge should be applied when and how ?

Block diagram of a problem solving model is illustrated in figure 2. In problem solving

model the program acts on a data base and the program itself consists of a set of procedures

and some control mechanism for ordering their applications.

The contents of the data base are used by the inference engine in conjunction with
knowledge in the knowledge base ( KB ) to infer new facts that are placed in the data base.

The problem solving model has two weakness:

1. The control of the application of the knowledge in knowledge base is implicit in the

structure of the knowledge. base.

2. The knowledge representation is dependent on the nature of the inference engine.

We can view the Blackboard ( BB ) problem solving model as a natural evolution which
seeks to eliminate the inherent weaknesses of the classical expert system structure.

Hamadani's algorithm consists of the following steps from the source IR ( Infra-Red)

imagery to the detection of the target.

1. Edge detection

2. Statistical test

3. Segmentation
4. Thinning and length to width ratio test.
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We can segment the knowledge in Hamadani's algorithm into modules and each module

will contain related entities and provide a separate inference engine ( IE ) for each module.

The blackboard model of problem solving is illustrated in figure 3.

Blackboard model of problem solving

The blackboard model of problem solving is usually described as consisting of the

following three components as shown in figure 3.

1. Blackboard or Global data base.

2. Knowledge sources ( KS)

3. Control

Blackboard model of problem solving is a highly structured mode of problem solving;

where knowledge representation ( KR ) is not the function of the of inference engine

(IE ). The blackboard model of problem solving can also be expressed as:

BB Model = BB + KS

1. Blackboard or Global data base:

The Blackboard ( BB ) consists of objects from the solution space these objects can be

input data from sensors or humans. The objects on the blackboard are hiearchically

organized into level of analysis. Information associated with objects at one level serves as
input to a set of knowledge sources, which in turn places new information on the same or

other levels. The hiearchical structure of the blackboard is shown in figure 4 (a). The

objects and their properties define the vocabulary of the solution space. The blackboard

can have multiple blackboard ( BB ) panels.
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A solution space can be partitioned into multiple application dependent hiearchies. Each

blackboard ( BB ) panel may contain multiple levels. The multiple panel blackboard

structure is shown in figure 4 ( b).

2. Knowledge sources ( KS):

The knowledge needed to solve a problem is partitioned into knowledge sources that are
kept separate and independent. The purpose of each knowledge source is to contribute
information that will lead to a solution of the problem.

3. Control:

The control modules monitors the changes on the blackboard and decide what actions to

take next. Various kinds of information are made globally available to the control modules

The control module consists of the blackboard ( BB ) monitor, events table, focus of

attention data base, and the scheduler. The block diagram of the control module is

illustrated in figure 5.

The architecture of the blackboard model of problem solving is illustrated in figure 6.

Problem solving activities in the blackboard model occur in the following iterative

sequence:

1. The blackboard monitor knows which events at which levels interest each knowledge
source.

2. The occurrence of a blackboard event does not guarantee that there is infact sufficient

information on the blackboard for a knowledge source to be executed.
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3. The blackboard monitor executes a precondition procedure for each interested

knowledge source. To make a more detailed examination to find if sufficient information is

found, a knowledge source instantiazation ( KSI ) is created and placed as knowledge

source activation record.

4. The scheduler calculates a priority rating for each knowledge source KSI on the

scheduling queue. Selecting for execution the one with the highest rating

The advantages of the blackboard are as follows:

1. Blackboard model can handle events asynchornously because no clock is present.

2. The control can look at the blackboard when ever something happens it responds

opportunistically.

3. System puts a priority interrupts into the blackboard System and the control module

immediately schedules the knowledge source that will handle that interrupt.

The rule based system and the knowledge source system can be differentiated on the basis

of granularity and opacity as follows.

Production Rule Knowledge Source

Granularity Small grain size Large grain size

Opacity Opaque Not opaque

( They cannot The can communicate to each

communicate) other.

66-10
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KNOWLEDGE REPRESENTATION

Expert or knowledge-based system can identify optimal attack patterns to hit enemy
airfield, selects friendly airbases, aircraft type and munitions capable of making the attack,

and then calculates the effects of the attack.

The process of knowledge acquisition is recognized as one of the most difficult and time
consuming activities in constructing an expert system. The model based technique can be
used to simplify the process of knowledge acquisition.

Knowledge representation based on frames can be used to represent generic information.
Frames are composed of complex data structure and procedures. Frames are often built in
terms of hiearchy, so that frames at lower levels of the hiearchy can inherit properties from
the frames at higher levels. Frames can also inherit properties from more than one parent.
Thus frame representation approach can be used to construct a model for pattern

recognition.

Pattern matching is the process of comparing symbolic expression to see if one is similar to
another. The pattern matching procedure is a key element of a rule-based expert system
program.

Frames can be used to represent the facts known about an object, previously stored as a set
of property values on the property list of the object. Automated Reasoning Tool (ART) is

a tool for building rule-based system. This research report involves with the study of the

Automated Reasoning Tool ( ART ) for developing and deploying expert systems. The
tool is evaluated on Leading Edge model D3 microcomputer.
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AUTOMATED REASONING TOOL

Study of the Automated Reasoning Tool ( ART) designed/developed by the 'i ference

Corporation to build Expert Systems..

The study involves the following:

I. (a) Benefits of Expert System Tools

(b) ART development environment

(c) Introduction to facts and rules

II. (a) Building a User Interface

(b) Deploying an application

(c) Interfacing with C

I. (a) BENEFITS OF EXPERT SYSTEM TOOLS:

An expert system is a computer program that captures human expertise, judgment and

decision making about a particular domain, and provides expert quality recommendations.

Expert systems will solve problems that would be very difficult to solve by traditional data

processing techniques, simplify development and maintenance of traditional data

processing software, and enables more accurate decision making technique that can 0

translate into increased profitability.

Expert systems can provide the following:

(1) Intelligent systems integration and data reduction.

(2) Increased productivity of expert by downloading routine decision making.

(3) Accumulate and codify expert knowledge.

(4) Assist in training novices. 0

0
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Block diagram of expert systems players is illustrated in figure 7.

I. (b) ART DEVELOPMENT ENVIRONMENT:

ART is a tool for building rule-based systems. ART is a C implementation of the ART

expert system language. ART runs primarily on sophisticated engineering workstations,

and is useful for tasks requiring complex hypothetical reasoning. ART runs in many C

environments including IBM PCs, mainframes, and workstations.

In order to build an expert system with ART, a knowledge engineer must learn to extract

appropriate information from human expert to code this information in a form ART can

understand. Once the program is in place and running, its behavior is critiqued by the

expert who helps the knowledge engineer and refine the ART program. The ART

environment is demonstrated by an application in this project report.

ART development environment is based on the following:

1. Complete integrated facilities:

* Development

* Editing

* Debugging
* On-line help

2. Create, examine, debug, and modify code.

3. Control program execution.

4. Incrementally compile code.

Demonstration steps for ART Studio:

Purpose of the demonstration steps is to acquaint the reader with ART-IM and the use of

the studio as a development and debugging tool.
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The following ART-IM studio actions will be explored in this demonstration:
* Clear

* Load

* Reset

* Run

* Step

* Browse

* Trace

* Assert

* Retract

ART-IM / MS-DOS:

Step to invoke ART:

1. To invoke ARTIM enter studio.

2. You will be in the ART-IM Studio, ready to load and interact with an application file or

to edit an application file.

Editing an Application File:

1. From the ART-IM studio, you may get to the MicroEMACS editor by any of these

methods:

* Open the File menu and select Edit by either mousing on these choices or typing Alt-F E..

* F7 key

* Type (edit ) at the command line prompt =>

The editor is integrated with ART-IM and you will be able to do incremental compilation.

. To begin editing an ART-IM application file enter

CONTROL-X F. The editor will then prompt you for the name of a file. Enter demo.art.
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3. If you have modified the file, save the new version by *vping control XS.

4. Return to ART-IM in one of the following ways:

*F7- Suspends the editing session and retains the buffers.

*F1O- Exits the editor, buffers are lost.

ART-IM Command Loop:

1. First, run the program without utilizing any of the development aids.

a. Load the application file. File menu. Load. The following prompt will then appear.

Load File Name . ART

Respond by typing demo and then press enter.

b. Reset the knowledge base. Run menu. Reset.

c. Run the program. Run menu. Run.

ART-IM Execution Commands:

Following are the ART-IM execution commands:

Clear Erase the knowledge base.

Load: Loads an ART-IM application file. Compilation occurs at this time.

Reset: Sets the knowledge base to its initial state. Facts from deffacts are placed in

database. Rule activations are placed on the agenda.

Run: Executes the knowledge base, runs until no more rule activations exist on

the agenda unless a limit has been set. Then only that number of rules will

be fired.

Step: Executes one activation from the top of the agenda.

Exit: Exits the ART-IM studio and returns to the prior process.
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I. (c) INTRODUCTION TO FACTS AND RULES:

The power of an expert system is derived largely from the knowledge captured within it.

ART-IM provides a very flexible language for organizing knowledge. Knowledge is

represented in two forms: Declarative Knowledge ( Facts or Database ) and operational

knowledge ( Rules ).

F ts represents a basic unit of knowledge. Figure 8 shows a logical circuit which can be

simulated by defining facts and rules. The standard way is to offer a text file containing a

deffacts statement like this one for the logical circuit:

(deffacts modules" initial nodes in the circuit"

(type A input)
(type B input)
(type C input)

(type D input)

(type E adder)

(type F adder)

(type G multiplier)

(type I output)

(type K jutput)

If we were tr, load this fact definition into ART-IM and reset the database, we would be
alt'e to see the actual facts. Following are the actual facts:

f-9 (k output)

f-8 (i output)
f-7 (g multiplier)

f-6 (f adder)
f-5 (e adder)

f-4 (d-input)

@
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f-3 (c-input)

f-2 (b-input)
f-I (a-input)

f-0 (initial-fact)

There are three points of interest. First, the facts are displayed in reverse order, which is

convenient since one is normally interested in the most recently asserted facts. Second, the

lower-case letters used in deffacts statement have been replaced by their upper case

counterparts. Finally, there is an odd-looking fact at the bottom of list, one that we did not

define. This initial-fact is a special " seed fact" used by the ART-IM.

Rules:

In addition to broad base of declarative knowledge in the form of facts, an expert system

also requires a rule. base. Each rule is an independent piece of operational knowledge that

tells the system how to react to a certain set circumstances. A rule is more precisely defined

as a set of conditions associated with a proposed set of actions. Following is set of rules

for the Adder in logic circuit of figure 8.

(defrule adder

"calculate value in an adder-node"

(type ?node-name adder)

(input-value 1 ?node-name ?valuel)

(input-value 2 ?node-name ?value2)

(assert

(output ?node-name = ( + ?valuel ?value2))))
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II. (a) BUILDING A USER INTERFACE:

ART-IM comes with the User Interface (UI) toolkit. The UI toolkit is a function library
for building end-user interfaces in ART-IM on the PC. The toolkit permits rapid
construction of standard user interfaces, in the PCs text mode. The toolkit also contains
lower-level routines for custom user interfaces of any style.

The UT toolkit allows one to build any of the user interface constructs present in the ART-

IM studio, in addition to providing asynchronous input while ART-TM is running.

II (b) DEPLOYING AN APPLICATION:

An deployed ART-IM application:

* Minimizes the application start-up time and memory overhead.

* Captures the current state of an ART-TM application.
* Eliminates the need for loading in and resetting the knowledge base.

* Bypasses the studio.

To create a deployed application, it is a must to use the deployment compiler.

Following are steps for application deployment:

1. User KB ( Knowledge-Base)

2. Deployment Compiler

3. C files

4. Makegen

5. Deployed executable image
Following is an application program for the logic circuit shown in figure 8, which will:
1. Request input from the user for the values at nodes A,B,C. and D.
2. Propagate the values across the circuit:
* passing a value across a connection between two nodes.
* calculating a value through an adder or multiplier node.
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3. Print the output values of the circuit.

One possible solution for the logic circuit shown in figure 8 is as follows:

(deffacts connections "initial connections

(connection A F 1)

(connection B E 1)
(connection C E 2)
(connection D G 2)
(connection E F 2)

(connection E G 1)

(connection F I 1)

(connection G K 1)

(deffacts modules "initial nodes in the circuit"

(type A input)

(type B input)

(type C input)

(type D input)

(type E adder)

(type F adder)

(type G multiplier)

(type I output)
* (type K output)

(defrule user-input

prompt for values for all input nodes"
(type ?node input)

(printout tt "Please enter value for" ?node": "t)

(assert (output-value ?node = (read))))

0
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(defrule direct-connection
"opass valu from one node to another"

(output-value ?from-node ?value)

(connection ?from-node ?to-node ?port-nbr) 4

(assert
(input-value ?port-nbr ?to-node ?value)))

(defrule adder

"calculate value in an adder-node"

(type ?node-name adder)

(input-value 1 ?node-name ?valuel)

(input-value2 ?node-narne ?value2)

(assert
(output-value ?node-name =(+ ?valuelI ?value2))))

(defrule multiplier

" calculate value in a multiplier-node"

(type ?node-name multiplier)

(input-valuel ?node-naxne ?valuel)
(mnput-value2 ?node-name ?value2)

(assert
(output-value ?node-name = * valuel ?value2))))

(defrule print-solution

" print the output node values"

(type ?node output)
(input-value 1 ?node ?value)

(printout t t " the value at " ?node "is" ?value"t) 0)
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1I. (c) INTERFACING WITH C:

Interfacing with an underlaying language such as C will do the following:

1. Extend functionality.

2. Create efficient functions to " hide "procedural code.
3. Interfaces to databases.

4.Control the execution of ART-IM from external program.

Interfacing with C is illustrated with an example below:

Suppose we want to include a C function for finding the average of two numbers in an

ART-IM environment. We would like to be able to call this function from a rule or def-art-

fun.

1. Create a file that contains the desired C function. We will call the Av.C

#include <art.h>

double av(x 1,x2)

double xl,x2
{

return (x I + x2)/ 2.0;

}

2. Create a file containing the def-usr-fun statement. We will call this file Av.art.

(def-user-fun Av
compiler :msW
args (:float: float)

returns (:float)
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3. Load Av.art into ART-IM. This will cause two new files to be created:

* initfuns.h
* initfuns.c

4. Build an ART-IM executable image for development as previously described. Make

sure that you have a file such as studio.c in your working directory. The resulting file is an

executable avar.exe file.

5. Type avart, at this instant one can test the average function from the studio.

=> (av 2 3)

2.5
=> (av 10.2 10.4)

10.3

Thus ART is an expert system building tool which facilitates the following:

1. Interactive Development.

2. Programming language to encode application knowledge.

3. Inference engine to handle program flow.

4. Development environment to increase your productivity.

5. Integrated editor to provide incremental compilation.

6. An ART application file block diagram is illustrated in figure 9.

Through the use of facts and schemas, ART can model virtually any type of knowledge in

its database. With the rules, the knowledge engineer can transfer human expertise into

computer format.
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BLOCK DIAGRAM OF NASER HAMADANI ALGORITHM
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BLOCK DIAGRAM OF THE CLASSICAL EXPERT SYSTEM STRUCTURE
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BLOCKDIAGRAM OF THE BLACKBOARD MODEL
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MULTIPLE PANEL BLACKBOARD STRUCTURE

PANELS KNOWLEDGE SOURCES

PANEL N LEVEL N

LEVEL 2 KSN

LEVEL 1

LEVEL N

PANEL 2 LEVELZ2 KS2

LEVEL 1

LEVEL N

PANEL 1 LEVEL2 KSI

LEVEL 1

FIGURE 4(b

66-27



CONTROL MODULE

EVENT KS TABLE0

FOCUS OF
ATTENTION DB FSCHEDULER.

FIGURE 5

66-28



ARCHITECTURE OF THE BLACKBOARD MODEL
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ART APPLICATION FILE
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RECOMMENDATIONS

The RSPLAPL laboratories at the Armament Laboratory is a functional computing facility

that provides high resolution image processing, algorithm development and validation,

seeker performance validation, statistical analysis of data and other functions.

l* At present the images are digitized and processed through software packages on the VAX

1/750 and the IP8500 Gould image array processor.

Conventional procedural programming languages and their satellite tools (editors,
debuggers, version control packages, etc) were not designed for knowledge-based systems

and are not appropriate.

Research shows that the integration of artificial intelligence can enhance the image

processing algorithms. To implement expert or knowledge-based techniques in the

RSPLAPL laboratories, it is suggested to acquire LISP machines using common LISP.

Standard software languages PASCAL, FORTRAN, Assembler and LISP that exists on

the VAX 11/750 can be applied to image processing but are not efficient. Image processing

algorithm are efficient on dedicated LISP based machines, it suggested to acquire a Texas

Instruments Explorer II machine to implement common LISP. Golden Common LISP, a
version of Common LISP developed by Gold Hill Computers can be implemented on IBM

* PCs and compatible machines.

To implement knowledge-based techniques it is suggested to acquire Automated Reasoning
Tool designed by the inference Corporation for deploying knowledge-based applications.

9 ART runs in many environments including IBM PCs, workstations, and mainframes.

Other expert systems such as Knowledge Engineering Environment (KEE), Knowledge
* Engineering Systems (KES), etc are suggested for implementation of knowledge-based

image processing algorithms.
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Abstract

Electron impact excitation function for more than 100
transitions in xenon have measured over an electron energy range of
10 to 150 eV. These measurements were made in the spectral range
of 700-4000 nm using a commercial Fourier Transform
Spectrophotometer and an electron gun built in-house. We report on
the analysis of transitions from more than nine manifolds of states
including the 6p, 6p', 7p, 5d, 5d', 6d, 4f and 5f levels. Many of these
transitions lie in the i.r. region beyond the wavelength range of
photomultipliers and play an important role as cascade into lower
lying levels. The determination of apparent level excitation
functions with cascade analysis will be presented in this report for
the 5d and 6p configurations.
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I. Introduction

The overall objective of this research was is to obtain

measurements of electron excitation processes in atoms which are

of interest to the Air Force. For this contract we a) continued

analysis of the electron impact optical excitation data on xenon in

the IR spectral region, b) collected data on excitation of xenon in

near IR region, c) analyzed the collected data to obtain apparent

level cross sections and cascade contributions for the 5d and 6p

levels of xenon and d) initiated measurements of electron excitation

processes in other rare gasses including krypton.

This work reports the results of an experimental determina--tion

of optical (emission or line) cross sections in xenon. The optical

excitation functions have been determined over an electron energy

range of 10 to 150 eV for transitions which fall in the spectral

range of 2500-14300 cm- 1 (700-4000 nm). More than 100

transitions have been observed from manifolds of states that

include the 6p, 6p', 7p, 8p, 5d, 5d', 6d, 4f, and 5f levels. Figure 1

shows a partial energy level diagram with arrows which indicate

observed transitions between manifolds of states. We reported

pre iously, 2 results on transitions from the 5d levels which have

many lasing transitions. For this year we have extended our spectral

detection from 10000 cm-1 (1000 nm) down to 14300 cm-' (700 nm)

to observe the emissions from the 6p levels to which the 5d

emissions terminate and to observe cascade transitions into the 5d

levels. In this report we will discuss the determination of apparent

level excitation functions for the 6p and 6p° levels and an analysis

of the role of cascade into these levels. The role of cascade into the 0

0
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5d levels will also be presented.

II. Basic Concepts

In this section we will highlight the basic methods and

terminology used in electron impact excitations studies using the

optical method. The first step is the determination of the optical

cross section for a transition (i-j) originating from a particular

state (i) excited by the electron collision. This cross section can be

expressed in terms of measured parameters the light intensity of

the (i-j) transition, the wavenumber of the transition, the pressure

of the gas, the electron beam current, and some geometry factors

concerning the size of the interaction region and light collection

optics.

Intensity S.F(geo)
°J = (Pressure) (Electron current)(Wavenumber) ) (1)

The next section will describe the experimental apparatus used to

determine these optical cross sections.

The apparent level cross section of the level i is obtained by

summing all the optical cross sections for transitions out of the

level,i.e.,

oij
j<, (2)

The optical cross sections are also related to the apparent level

cross sections by the transition probabilities from a common upper

level. A common practice is to relate the optical cross to the

apparent level cross section by the branching ratio or the ratio of

the transition probability (i-j) to the sum of the total transition

probabilities for all transitions out of the level.
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o a ij -- ' _ _ _ij

j<i Aij Oij (3)

Either determination rely on the measurement of all transitions out

of the level or use of theoretical values for the transition

probabilities. In the discussion section we will discuss the

conversion of the measured optical cross sections to apparent level

cross sections.

The apparent level cross section reflects the production rate of a

particular excited level (i) from direct excitation from the ground

state via electron impact, cascade from optically connected levels

above, and other excitation processes such as collision excitation

transfer. If we ignore the other excitation processes momentarily

we can express the apparent level cross section as the sum of two

terms.

:k>i (4)

The first term dg represents the cross section for direct electron

excitation and the second, the sum of all optical cross sections for

transitions which terminate on the level of interest (i), is called

cascade. This is the case for the 6p levels of xenon which we will

discuss in detail later.

If other excitation processes are important such a'- collisional

excitation transfer or radiation trapping for resonance levels the

expression for the optical cross section becomes more complex. The

apparent level cross section including cascade contributions, col-

* lisional transfer, and radiative trapping can be written as
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S+ E h 131 ' + Y kxi N Tx ax
__. h>i x

1 - (l-gi) Oio +  kix N "ri
X (5)

where ei is the level cross section for electron impact ex,.itation to

a state i, ON and Ojo are bran;hing ratios, N is the number density of

atoms in the interaction region, Tx and T are radiative lifetimes, and

kxi is the rate constant for collisional transfer of excitation energy

from an atom in state x (by collision with a ground Ftate atom) to an

atom in state i. If the state i is resonant with the ground state, gi is

the fraction of resonant photons (i--0) which can escape the

collision chamber without being absorbed. The pressure dependence

of the optical cross seefion is proportional to the pressure

dependence of the apparent cross section of the level. The exact func-

tional form of g has been discussed by Phelps3 and later by Heddle

and Samuel4 , but in general gi depends on the product k0X, where ko

is the absorption coefficient at line center and X is some charac-

teristic dimension of the collision chamber.

I1l. Apparatus

The experimental apparatus and detailed description of the

experimental methodology have been fully described previously.

Only a brief description will be provided here. The only change to

the apparatus was a ne , high precession capacitance manometer.

Figure 2 is a schematic of the apparatus. The system consisted of

three basic components: (1) a collision chamber and associated

vacuum pumps, gas manifold, and pressure gauges, (2) an electron 0
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gun to provide a flux of electrons into the field free collision region,

and (3) an infrared spectrometer/detector system to measure the

radiation from the interaction region. The collision chamber

consisted of a 304 stainless steel six-way cross which completely

housed the electron gun. Radiation was collected through a 4 inch

sapphire window mounted on one of the arms of the cross. Xenon

(99.9%) from AGA Specialty Gas was used without further

purification. Pressure was measured with an MKS model 390

capacitance manometer which had a full scale reading of 1 torr and a

claimed accuracy of 0.08% with a resolution of 0.001 mTorr. A

Hewlett-Packard model 9836C computer controlled the accelerating

voltage and recorded the electron current and capacitance

manometer output.

The spectrometer used was a Bomem DA3.36 series Fourier

Transform Spectrophotometer (FTS). There are a number of

advantages for using an FTS for this kind of measurement, but in

particular the very high energy throughput of the instrument results

in a large amount of radiation onto the detector and all wavelengths

are recorded simultaneously. Thus for these measurements a

complete Xenon emission spectrum was obtained at each electron

energy. In previous studies an InSb detector and CaF2 beamsplitter

were used to obtain excitation functions for xenon in the spectral

range of 10000 - 4000 cm-1. In this study we have used a Si

detector and Quartz beamsplitter to extend the spectral detection

range from 10,000 cm-1 (1000 nm) down to 14300 cm-1 (700 nm).

Absolute calibration of the system was based on the benchmark

cross section measurements of the 728.1 nm line of Helium by Van
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Zyl et al.5 Relative calibration was accomplished using a NBS

traceable tungsten ribbon standard lamp in the range 700-1700 nm

and a 10000C black body in the range 1400-4700 nm. During the

analysis of this data a systemic error was discovered in the relative

calibration going from the Si/quartz system to the InSb/CaF2

system. This created a systemic error in the 5d optical cross

sections reported previously ,2. A new relative response function

was obtained and correction factor (0.55) for those previously

determined optical cross sections. All cross sections reported here

have been corrected using the new calibration.

To record an excitation function the vacuum chamber was first

sealed (gate valve slightly open), the chamber filled to the desired

pressure, the electron energy set and the spectrometer data

collection begun. During this time, the pressure and current were

recorded by the 9836C computer at 1 second intervals and at the

completion of the run the averages and standard deviations were cal-

culated. At the conclusion of the spectrometer data collection the

electron energy was changed, the pressure re-adjusted (if

necessary) and the process repeated until a complete excitation

function was acquired. Before and after each excitation function

measurement, a background spectrum was acquired with the ac-

celerating voltage set to zero, but at the pressure used in the

measurement. One or both (average) of these background spectra

were then subtracted from each of the emission spectra to obtain a

spectrum of the Xenon emission. This year, programs were written

by Dr. Charles DeJoseph Jr. which allowed analysis of the collected

spectra. First the spectra were fit extracting emission line
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intensities. These line intensities in conjunction with measured

pressure and electron current were used in accordance with equation

1 to calculate optical cross sections for each of the lines in the

spectra. This significantly reduced data analysis time and enhanced

experimental repeatability.

IV. Results and Discussion

a) 5d levels

The 5d measured optical cross sections have been scaled using

equation 3 with the branching ratios to determine the apparent level

cross sections. Branching ratios were determined experimentally

where possible otherwise the theoretical values of Aymar and

Coulombe6 were used. Figures 3-5 show the apparent level cross

sections of seven of the eight 5d levels at 4 mtorr pressure.

Transitions from the 5d[7/214 level did not lie in the spectral

region of detectivity. For the resonance level 5d[3/211 the

resonance transition is completely trapped at 4 mtorr and using

equation 2 the optical cross sections from this level were simply

added to obtain the effective apparent level cross section. This was

consistent with the zero pressure extrapolation of the 3771 cml

transition and subsequent scaling using the theoretical branching

ratios.

One of the goals of this study was an accurate analysis of

cascade into the 5d levels from higher lying levels. The 5d levels

are fed from the np (n > 7), np' (n>6), and nf (n>4) levels. With the

extended wavelength range and sensitivity of this study we were

able to identify over 40 transition which terminated on the 5d levels

representing the first measurements for most of these transitions.
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Th9q optical cross sections for transitions w'ich terminated on a

common level were summed and represent the observed cascade

contribution to the 5d levels, see equation 4. This cascade

contribution is shown along with the apparent level cross section in

figures 3-5. The most important cascade contribution comes from

the 6p', 7p and 4f levels. The cascade from higher n levels was not

observed but from the results observed in the cascade of the 6p

levels to be discussed latter the contribution from these levels is

estimated to be less than 15 percent of the observed cascade.

The contribution of cascade to the apparent level cross section of

the 9sonance level 5d[3/2]1 is essentially negligible, representing

less than 10 percent of the apparent level cross section. For most

of the other levels the cascade is again relatively small near the

maximum in the excitation function, measuring 15 to 20 percent.

However at higher electron energies where the excitation functions

drop the percentage of cascade increases considerably. The

contribution at 50 eV for these levels range from 30 to 80 percent.

This amount of cascade is of particular interest because the

pressure dependence of the 5d levels was investigated at 50 eV.

Anoth- of the goals of this research was to investigate the

pressure dependence of the 5d levels observed in previous

measurements. In the previous study',2 the pressure dependence of

the resonince levels were determined to be a result of trapping of

the resonance radiation. However the other 5d levels had smaller

but observable variation of cross section with pressure which could

not be explained. Now it is observed that these levels have a large if

not dominant contribution from cascade. A plausible explanation for
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the observed pressure dependence of the 5d levels is as result of the

pressure dependence of the cascade. This cascade pressure

dependence may result from "trickle down" cascade of high lying

resonant levels which are pressure dependent such as the nd'[312]1

(n25), nd[31211 (n>6), and ns[31211 (n>7). This is however

speculation as the pressure dependence of the individual cascade

transitions could not be measured since they are weak transitions.

'* b) 6p levels

The apparent level cross sections were determined from the

measured optical cross sections by scaling with the branching ratios

as discussed in a previous section. The branching ratios were

determined experimentally by the ratio of the observed optical

emission cross sections with the sum of all optical cross sections

from that level. Table 1 contains a list of the branching ratios

determined in this work and are compared to the experimental

measurements of Horiguchi et al.7 and the theoretical results of

Aymar et al.6 This work was in good agreement with the theoretical

results which were used when not all transitions were observed.

The apparent level excitation functions, cascade into the level,

and pressure dependence of the excitation function are shown in

figure 6-15 for the ten states of the 6p configuration of xenon. The

cascade contribution and pressure dependence will be discussed

later. The error bars on the excitation function and cascade

contribution represent the both the statistical and measurement

error (assumed to be + 10% for all optical cross sections). The error

bars are included on only one point for reasons of clarity but are
representative of the error for all points of the excitation functions.

67-17



Table 1: Branching ratios of 6p Levels

TRANSISTION WAVENUM. I THIS WORK: HORIGUCHI AYMAR

6p' 1/210-7s [3121 4420.01 1 h 0.043
6p'[1/20-5d [31211 5970.08 , h 0.019
6p'[ 1/20-5d [11211 9873.38 0.268 0.13 0.23
6p'[1/210-6s'[1/211 12674.91 0.62* 0.62* 0.62
6p'[1/210-& 13/211 21815.01 0.045 0.086

6p'[1/211-7s [3/211 3838.70 I h 0.064
6p'[1/2]1-7s [3/212 4089.92 h * 0.028
6p'[1/2]1-5d [3/211 5388.77 I h 0.0000011
6p'[1/2]-5d [5/212 i 7353.21 h 0.000069
6p 1/21 1-5d [3/212 8955.92 h 0.027
(211/2]1-5d [1/2]1 9292.07 J h 0.064 0.064
6pf1/2]1-5d [1/210 9507.44 0.134 0.08 0.115
61 [/211-6s8[1/2]1 12093.65 0.426 0.32 0.354
61t[1/211-6s'[1/2]0 13081.98 0.395* 0.395* 0.395
6p'[1/211-6s [3/211 21233.68 0.000076 0.0012
6p'[112]1-6s [3/2]2 22211.36 -- 0.036 0.0098

L_,
6p'[3/212-7s [3/211 3722.34 h i 0.0000023
6p'[3/212-7s [3/212 3973.57 h __***_0.019

6p'[3/212-5d (3/211 5272.40 h =0.001
6p'[3/212-5d [5/213 6732.15 j h i 0.0042
6p'[3/212-5d [5/2]2 7236.83 h 0.0015
6p'[3212-5d [7/213 L 8191.95 h *** 0.0076
6p[3/212-Sd [3/212 8839.62 h * 0.0018
6p'[3/212-5d [1/211 9175.72 0.14 0.1 0.178
6p'[3/212-6s'[1/21I 11977.30 0.733* 0.733* 0.733
6p'[3/212-6s [3/211 21119.32 *** 0.027 0.03

6W[3t212-6s [3/2]2 22095.05 0.0095 0.024:, 20, o, I _ _ _ _ _ _ _ _ _ _0 o

6p'[3/211-7s [3/211 2939.12 h * 0.023
6p[3/2J1-7s [3/212 3190.34 h *** 1 0.02
6p'[3/21-5d (3/211 4489.18 h 0.0054
6p'[3/211-5d [5/212 6453.61 h 0.0091
6p'[3/2] l-5d [3/212 8056.39 h 0.000024
6p13/211-5d [1/2)1 8392.49 h *** 0.044

9 
6V

'[3/211-5d 1/210 8607.85 h 0.097
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Table 1: Branching ratios of 6p Levels

6p'13/2 11-6s'[ 1/211 11194.07 0.389* 0.389* 0.389
6p'[3/211-6s'[ 1/210 12182.35 0.345 0.37 0.353
6p'[3/21 1-6s [3/211 20333.88 0.036 0.046
6p'[3/211-6s [3/212 21311.51 0.0062 0.014

6p [11210-5d [11211 132.31 *** *** 0.000000081
6p [ 1/210-6s[ 1/211 2933.91 h 1 0.0021
6p [1/210-6s [3/211 12073.80 0.998*' 0.998* 0.998

6p [3/212-6s'[1/211 2027.41 h , *** I 0.00064
6p 13/212-6s [3/211 11167.32 0.296 0.3 0.298
6p [3/212-6s [3/212 12144.91 0.704 0.7 0.701

6p [3/211-6s'[1/211 1770.98 *** *** 0.000064
6p (3/211-6s'[1/210 2759.24 h 0.00017 0.00025
6p [3/211-6s [3/2]1 10910.84 0.939 0.915 0.945
6p [3/211-6s [3/212 11888.49 0.061 1 0.084 0.055

6p [5/23-6s [3/22 11335.56 1 1 1

6p 15212-6s'[1/211 934.74 N' 0.0000001
6p [5/212-6s [3/211 10074.64 0.67 0.637 0.647
6p [5/212-6s [3/2]2 11052.29 0.33 0.363 0.353

6p [1/211-6s'[1/211 840.90 N'N** *** 0.00000015
6p [1/211-6s'[1/210 10723.60 h h 0.00019
6p l1/211-6s 13/211 9223.99 0.078 0.093 0.078
6p l1/2]1-6s [3/212 10201.60 0.922 0.917 0.922

,*Normalized to theoretical value
h - too weak to be observed

-out of range
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Apparent Level Cross Section and Cascade for 6p [1/2)0
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Apparent Level Cross Section and Cascade for 6p [1/211
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Apparent Level Cross Section and Cascade of 6p 13/212
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Apparent Level Cross Section and Cascade of 6p [5/213
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Apparent Level Cross Section and Cascade of 6p 15/212
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Apparent Level Cross Section and Cascade of 6p'[1/210
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Apparent Level Cross Section and Cascade of 6p'[1/21
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Apparent Level Cross Section and Cascade of 6p'[3/211
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Apparent Level Cross Section for 6p'[3/2]2
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The error bars on the pressure dependence represent + one standard

deviation of statistical uncertainty in the optical cross sections.

The most extensive of previous measurements of optical

excitation functions of xenon were performed by Fel'tsan8 . The

excitation function shapes are similar but Feltsan has a more

pronounced double hump structure for the 6p[31211 and 6p[1/210

levels. Although Fel'tsan put his excitation functions on an absolute

scale his gas pressure was not stated precisely. This makes direct

comparison of cross sections difficult as our excitation functions

indicate a significant pressure dependence. The cross sections for

the peak in the excitation functions for our 4 mtorr data set is in

general lower by 10 to 30 percent than Fel'tsan's peak cross

sections (at 0.4 - 4 mtorr). Considering our pressure dependence

this difference would become larger for our lower pressure data.

Gastineau9 has recently reported apparent level cross sections

for the 6p levels at 3 mtorr and 50 eV. He also reports excitation

functions which are highly pressure dependent. Table 2 provides a

comparison of Gastineau's data with our data at 3 mtorr and 50 eV.

Again our cross sections are generally low by 10 to 40 percent.

However as we will discuss next the cross sections at 50 eV appear

to be highly dependent on cascade.

The 6p levels are fed by cascade from ns (n>7) and nd (n>5)

levels. More than 50 transitions have been identified in this work

which terminate on the levels of the 6p configuration. The dominate

cascade for the 6p levels come from the 5d and 7s levels. The

observed cascade into the 6p' levels is much smaller since these

level lie above the 5d and 7s levels, see figure 1. A tabulation of the
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Table 2. Comparison of apparent level cross from this work with

apparent cross sections from Gastineau. Units arelO "1 9 cm 2.

Level This work Gastineau Difference

Racah Paschen at 50 eV and 3 mtorr

6p'[1/210 2pl 34.5 26 -25%

6p'[1/211 2p2 16.4 9.2 -44%

6p'[31212 2p3 32.3 32.5 1%

6p'[3/211 2p4 10.6 12 13%
6p[1/210 2p5 168.7 230 36%
6p[312]2 2p6 77.2 93 20%
6p[3/211 2p7 164.6 184 12%
6p[51213 2p8 69.2 79 14%

6p[5/ 212 2p9 188.5 247 31%
6p[1/211 2p10 80.4 105 31%
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observed cascade transitions in the levels of the 6p configuration is

provided in table 3. This table also provides the sum of the observed

cascade and the apparent level cross section at 15 eV and 50 eV

from the 4 mtorr data set. Figures 6-15 show the total excitation

functions and cascade as a function of electron energy.

Each of the 6p levels have a large contribution from cascade. As

an example consider the 6p[3/211 level, figure 6, which has a double

hump structure to it's excitation function and a large, -80 %,

contribution of observed cascade. Most :f this cascade originates

from the 3asonant levels of 5d and 7s levels above. These resonant

levels have broad excitation functions (peak -70 eV) and large

pressure dependencies as result of radiation trapping. Figure 16

shows the excitation functions for all the transitions which make up

the observed cascade into this level as well as the pressure

dependence of the strongest components the 5d[31211 and 7s[312]1

levels. Notice the similarities of the pressure dependence of the

apparent level excitation function and the resonant level cascade

components. This would again indicate that the cascade is

dominating the pressure dependence at 50 eV. As an addition test

we subtracted the pressure dependence of the dominate cascade

transitions from the pressure dependence of the apparent level

excitation function resulting in the essential removal of all

pressure dependence of the level cross section.

In addition to the observed cascade into 'iese 6p levels we

estimated the contribution of transi. 3ns from higher lying n levels

which were not observed. Using the measured optical cross sections

and assuming a power scaling for higher n levels as outlined by
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Table 3: Oberved Cascades and Apparent Level Cross Sections

CASCADES INTO 6P, WAVENUM. _ Cross Section Cross Section
at 15 V at 50 V

The 6 p[11210 Level
8d [3/211-6p [1/2 10 14566.44 3.1551E-19 6.813E-19
6d [3/211-6p [1/210 9913.16 1.5518E-18 2.459E-18
7 s [ 3/2 11- 6p 11/210 5321.05 2.3047E-19 3.7257E-19
5d[3/211-6p[ 1/210 3771 i 3.8473E- 18 7.853E- 18

Total Cascade 5.94508E-18 1.13659E-17
Apparent Level Cross Section 1.1567E-17 1.7167F-17

The 6p[11211 Level
7s [3/212-6p [1/211 7919.66 2.4347E-18 6.79E- 19
7s [3/211-6p [1/211 8170.87 5.793E- 19
6d [ 1/210-6p [1/211 11221.83 5.6768E-19 1.1915E-19
6d [1/ 2 11-6p [1/211 11280.57 1.4285E-18 3.2032E-19
6d [3/2 12 -6p [1/211 11439.29 1.0265E-18 2.0354E-19
5d[3/21l-6p[ 1/211 1 6620.81 9.4957E-20 I 1.549E-19
5d[1/210-6p[1t211 2502.15 1 2.7697E-18 1 8.288E-19
5d[3/212-6p[1/211 3053.63 8.4994E-18 1.822E-18
5d[5/212-6p[ 1/211 4656.38 2.7348E-19 7.923E- 19
5d[1/211-6p[1/211 2717.51 1.5578E-18 7.0845 1E-19

Total Cascade 1.86527E-17 6.20776E-18
Apparent Level Cross Section 3.0352E-17 9.3141E-18

The 6p[31211 Level
7d [5/212-6p [3/211 13722.5 7.3883E- 19 2.8768E-20
6d [3/212-6p [3/211 9752.39 3.5366E-19 __7.1559E-20
6d [5/212 -6 p [3/211 10287.22 1.4361E-18 3.621E-19
6d[3/211-6p [3/211 11076.16 1.1221E-18 r 16767E18
7s [3/212-6p [3/211 6232.78 1.022E-19 6.647E-20
7s [3 /211- 6p [3/211 6483.99 2.1044E-18 2.823E-18
5d[3/211-6p[3/211 4933.93 4.0414E-18 8.22E- 18
5d15/212-6p[3/211 2969.5 2.6316E-18 8.029E-19

Total Cascade 1.25303F,17 1.40515E-17
Apparent Level Cross Section 1.8322E-17 1.7067E-17
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Table 3: Oberved Cascades and Apparent Level Cross Sections

The 6p[31212 Level
7d [5/2 13 -6 p [3/212 13521.19 3.3409E- 19 3.9061E-20
6d 11/ 2 11-6 p 13/212 9337.33 4.3073E-19 1.77E- 19
6d [3/212 -6 p t3/212 9495.95 1.7871E-18 4.466E- 19
6d [5/2 13 -6 p [3/212 10322.05 7.974E-19 6.3769E- 19
7s [3/2 12 -6 p 13/212 5976.36 7.2383E-19 1.51176E- 19
7s [31211-6p [3/212 6227.54 5.7414E-19 9.1E-19
5d[3121 -6 p[3 /2 12  4677.51 1. 1506E- 19 1.458E- 19
5d15213-6p(3/212 , 3217.75 2.0799E-18 1.678E-18
5d'[3212-6p[3/212 i 12234.96 1.221E-18 1.2034E-19

Total Cascade 8.06325E-18 - 4.30567E-18
Apparent Level Cross Section 1.681E-17 I 7.8817E-18

The 6p[51212 Level _

8s [3/211-6p [5/212 1 12812.63 2.1142E-19 4.7673E-19
5d'[5/213-6p [5/212 13626.76 9.5531E-19 3.8828E-19
7d 17/213-6p [5/212 14526.32 6.0207E-19 6.4883E-19
6d [7/2]3-6p[5/212 10905.13 1.8455E-18 5.7861 E- 19
6d [5/212-6p [5/212 11123.47 6.0078E-19 1.9489E- 19
6d 15/213-6p [5/212 11414.74 2.6501E-20 1.491 1E-19
7s [3/212-6p [5/212 7068.99 7.0373E-19 1.592E-19
7s [3/ 2 11-6 p 15/212 7320.22 2.1159E-_18 3.2933E- 18
5d[3/211-6pt5/212 5770.17 1.9751E-18 4.1E-18
5dt5/212-6p[5212 I 3805.74 3.0182E- 18 8.966E-19
5dt7/213-6p15/212 2850.63 7.4419E- 18 2.956E- 18
5dl5/213-6p[5/212 4310.42 4.3014E-19 3.156E-19

Total Cascade 1.99266E-17 1.41572E-17
Apparent Level Cross Section 3.4149E-17 __1.9736E-17

The 6p[512 13 Level _

7d (7 2 14 -6 p (5/213 14041.87 8.8432E-19 1.4726E-19
7s (3/212-6p (5/213 6785.73 3.6145E-18 9.9E-19
6d [7 /2 14 -6 p (5/213 10508.62 2.7378E-18 5.8684E-19
6d [7/213-6p 15/213 10621.8 4.9823E-19 1.0103E-19
6d [5/213-6p [5/213 11131.52 1.3039E-19 1.1487E-19
5d17/213-6p15/213 2567.37 1.0193E- 18 4.36E- 19
5d(5213-6p[5/213 4027.16 8.8529E- 19 6.957E- 19
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Table 3: Oberved Cascades and Apparent Level Cross Sections

Total Cascade 9.76983E-18 3.0717E-18
Apparent Level Cross Scin3.63%6E-17 7865F18

The 6p'[312]1 Level ___

5d'15t212-6p'[3121 1 V2773.5 6.3977E-20 1.583E-20
Apparent Level Cross Section 3.5017E-18 8.5939E-19

The 6p'[11211 Level
*5d'13/211-6p'[1/211 4339.52 5.6644E-20 4.35E-19

Apparent Level Cross Section 1.9795E-18 9.1777E-19

The 6p'[112]0 Level __________ _

5d'[31211-6'[ 1/210 3758.21 1.53E-19 6.635E-19
Apparent Level Cross Section I 2.2694E-18 3.4144E-18
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Cascade transitions into 6p[3/21
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Heddle and Gallagher an estimate for this cascade was calculated

for each level. In all cases this additional cascade was small in

comparison to the observed cascade in the range of 10 to 20 percent.

This additional contribution was not added to the cascade

contribution in figures 6-15, but is approximately the size of the

error bars. In most cases this is negligible. An exception are the

cases where the cascade is large contribution of the apparent level

excitation function, such as the 6p[3/2]1 level. For that level this

analysis would indicate that essentially all of the apparent level

excitation function at the higher electron .ies originates from

cascade.

V. Conclusions and Recommendations

The optical excitation functions for more than 100 transitions in

xenon have been measured and analyzed in terms of their role in the

excitation process of the 6p and 5d manifold of levels. This work

has represented the first systematic look both the apparent level

excitation functions for these levels alona with cascade analysis. It

has been shown that the cascade contribution for many of the levels

in these configurations is the dominate form of excitation. This

tends to explain the large variation of the excitation functions for

both 5d and 6p with pressure. The origin of this pressure variation

being the excitation of high lying resonant levels and subsequent

cascade.

The key to the analysis of the excitation of the 5d and 6p

configuration of xenon was the ability to measure absolute cross

sections for transitions in the infrared spectral region. It was this

spectral region where the major cascade transitions were located.
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This condition is not isolated to xenon. The other noble gas such as

krypton and argon have transition in the infrared which could play a

key role in understanding the excitation functions for their excited

states. We have already initiated similar studies in krypton but

analysis is not yet complete. A study of excitation functions of

argon would also be useful as many transitions in argon are used in

reference measurements of plasma processing.

Finally we have demonstrated a powerful technique for extraction

of electron excitation processes for gases which are of interest to

the Air Force. Basic cross sections for the electron excitation

processes of gases are of interest because of their use in

electrically excited lasers, plasma processors, or in devices such as

power switches. This technique could be applied to other noble

gases or even molecular systems where electron excitation

functions are needed particularly in the infrared region.

6
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MICRO HEAT PIPES

by

Frank M. Gerner

ABSTRACT

The purpose of this report is to review the accomplishments of the

past year on Micro Heat Pipes.

This work entails design, construction, testing and theoretical

modeling of micro heat pipes. The micro heat pipes which we are building

are the smallest heat pipes ever constructed.

One of the major applications for these devices, which are etched

directly into silicon, is to cool electronic chips. Increased

miniaturization causes high heat fluxes and temperatures. In particular,

it is desirable to decrease the thermal resistance right at the chip

level. One of the most efficient ways to accomplish this is to

micromachine cooling structures directly into silicon. The micro heat

pipe is the structure we are investigating.
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1. NOMENCLATURE

A Area

d length of one side of the MPH (100m)

g gravitational acceleration

hVI latent heat of v . rlzation

k thermal conductivity

Kp cross-sectional area of empty pipe

L axial length of micro heat pipe

mass flowrate

P pressure

q" heat flul -m

r mean radius of curvature

T temperature

U average axial velocity

V interface velocity

x axial position along pipe

geometric coefficient

S mean film thickness

8 angle of inclination

p density

a surface tension

T shear stress

subscripts

i interface

1 liquid

o end of evaporator

v vapor

w wall
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II. INTRODUCTION:

Currently, one of the major limitations to electronic chip

miniaturization is the resulting high heat fluxes and temperatures.

Therefore, new technologies must be developed to cool electronic

components.

The Thermal Laboratory, which is part of the Aero Propulsion

Laboratory at Wright Research and Development Center, is particularly

interested in the thermal control of electronics on-board spacecraft. In

particular, it is desirable to decrease the thermal resistance right at

the chip level. One of the most efficient ways to accomplish this is to

micromachine cooling structures directly into the silicon. One of these

devices, the micro heat pipe, is being investigated.

My research interests include: electronics cooling, condensation

heat transfer, interfacial transport and two-phase flows. The unique

aspect that I bring to this project is that, in addition to my expertise

in fluid mechanics and heat transfer, I have at my disposal, at the

University of Cincinnati, the photolithography and wet-chemical etching

facilities required to fabricate these devices.

0
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Ill. OBJECTIVES OF THE RESEARCH EFFORT:

Presently, there is no research which has been published

demonstrating the utility of using micro heat pipes embedded in silicon to

cool electronic chips. There have been some experimental data reported

for larger metal-water heat pipes. These devices, however, behave more

like conventional thermosyphons, in that gravity is important in their

operation. Also these devices were not embedded in silicon, so that their

fabrication procedure is totally different.

The long term objective of this research is the development of a

micro heat pipe system which can be used to cool high heat flux

microelectronic circuits. In addition, it is desired to be able to

predict the behavior of these devices.

At the start of this contract the only work which had been completed

was some preliminary scaling to crudely predict the operating limits of

micro heat pipes (Gerner and Longtin, 1989).

The major accomplishment of the past year was to complete

fabrication of a micro heat pipe system. An actual system has been

constructed and filled. A theoretical model has also been developed.

Of course, a project of this magnitude can not be completed in one

year. The micro heat pipes must be tested. The theoretical model has to

be compared with experimental results. Quite possibly we will incorporate

the micro heat pipes onto the same chip as a high heat flux

microelectronic circuit. The major hurdle, however, has been overcome.

We have demonstrated that micro heat pipes can be constructed and filled

with a working fluid.
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IV. BACKGROUND:

An important trend in computer technology is the miniaturization of

electronic components. This miniaturization is necessary in order to

increase the efficiency and capacity of computers. As the chip density

increases, however, it becomes increasingly more difficult to dissipate

the heat which is generated. Currently, heat fluxes on the order of 10

W/cm2 occur on the chip level. Also uniform temperatures are often

desired. In order to manage these extremely high heat loads, without

large temperature increases, new cooling technologies which utilize

forced-convective liquid flow and phase change must be developed. One

novel two-phase flow device which has been proposed (Cotter, 1984) for

this purpose is the micro heat pipe. The small size of these devices,

lengths of the order of 1 cm and diameters of between 10 and 500 Am, allow

them to be used on the chip level. The evaporator end can be embedded in

the silicon and the device used as a very efficient fin, due to the high

effective thermal conductivity which results from utilizing the latent

heat of the working fluid. Another option is to etch the micro heat pipes

into the silicon and use them as very efficient thermal spreaders.

A micro heat pipe differs from a conventional heat pipe in that it

is much smaller. Also it does not contain a wick, but rather uses

capillary pressure, due to sharp edges, to return the condensate to the

evaporator. A typical example with a triangular cross-section is shown in

Fig. 1. The evaporator section contains less liquid, has a smaller radius

of curvature at the vapor-liquid interface and a lower liquid pressure.

P'-, P= -/r

There is more liquid condensate at the condenser, and hence there is a

larger radius of curvature at the vapor-liquid interface and a higher

liquid pressure. This pressure gradient in the liquid is what drives the

liquid flow and returns the condensate to the evaporator.
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Conversely, the small radius of curvature in the evaporator, and

large radius of curvature in the condenser cre- e a pressure gradient in
the vapor which drives the vapor flow from the evaporator to the

condenser.

As for many conventional heat pipes the aspect ratio is very high.

In order for this device to function properly the capillary pressure must

be much larger than gravity forces. This requires that p, g r L / a be of
order 1 or less. If p j g r L / a << 1, then capillary action dominates

gravity and orientation of the heat pipe is unimportant. Now the
requirement that p t g r L / a be of order I or less is a necessary, but
not sufficient, condition for a micro heat pipe. It is possible for a

"large" thermosyphon, or wickless heat pipe, to operate with the
assistance of capillarity. For a "large" heat pipe, with a sharp-edged

cross-section, the device may not be operating at anywhere near its

maximum capacity, but it can function in the capillary-assisted mode at

low heat inputs. Of course in space any size sharp-edged cross-section

can be used for a capillary-assisted heat pipe. E.cn in terrestrial

applications, grooves are etched in conventional heat pipes to utilize

capillary action.

What distinguishes micro heat pipes are their small hydraulic

diameters. A small capillary radius is needed to ensure enough "pumping

power" to return the condensate to the evaporator. Since the film
thickness is related to the capillary radius, a thin film is desired. The

idea behind the micro heat pipe is that a diameter several orders-of-

magnitude larger than the capillary radius is unnecessary.

According to Cotter (1984) and Babin et al. (1989), a micro heat

pipe has a capillary radius as large or larger than the hydraulic radius.

It is, perhaps, preferable to say that the hydraulic radius of a micro

heat pipe is comparable in magnitude to the capillary radius. As before,
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it is still necessary for p1 g r L / a to be of order I or less, but by
also having a small hydraulic diameter, micro heat pipes can be used in
very small places.

Currently, micro heat pipes are being constructed at the University

of Cincinnati. The basic design, which is shown in Fig. 2, is to form an

array of micro heat pipes in silicon and use them as a very efficient

thermal spreader. The procedure is to use photolithography and wet-
chemical etching to create triangular grooves of width 100 A (the depth

is comparable, since the etch angle is 54.7 degrees) and space them 100 AM

apart. Anodic bonding of a sheet of pyrex is used to close the devices.

They are then filled and sealed. Although each device may not transport

a tremendous amount of energy, the dense packing allows very high heat

fluxes.

The work described in this report can be divided into two major

topics: fabrication and testing, and theoretical modeling of micro heat

pipes. The Fabrication and Testing section describes the micro

fabrication processes which were used to construct and instrument micro

heat pipes. It also describes the test set-up we have designed and will

use to test the devices. The Theoretical Modeling section describes a

one-dimensional model which will be used to predict the performance and

operating limits for micro heat pipes.
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V. FABRICATION AND TESTING:

Micro heat pipes are being fabricated in the Micro Sensors Lab at

the University of Cincinnati. As Fig. 2 shows, the micro heat pipes we

are developing have a triangular cro~s section and are formed directly

into silicon. Basically, a series of microscopic triangular grooves are

etched directly into a piece of silicon. In our current design, a common

reservoir is etched which connects the condenser ends of all 125 micro

heat pipes, see Fig. 3. A very tiny hole (lImm x im) is etched in this

reservoir all the way through the piece of silicon. A clean piece of

Pyrex is then electrostatically bonded to the substrate, closing the base

of the triangles and forming a series of micro heat pipes.

The tiny hole etched through the reservoir is used to evacuate the
device and to fill it with a liquid. To date, we have constructed and

filled several micro heat pipes. In the near future we plan to test the

thermal performance of these devices. This section of the report

describes the construction of micro heat pipes and our plans to perform

thermal testing.

In order to create the triangular grooves in silicon, we use a wet-
chemical anisotropic etching process. These structures are formed by

using anisotropic etchants. A (100) oriented, 7-11 0-cm Silicon (Si)

wafer is used. Silicon dioxide (SiO2) is grown on Si, by placing the wafer

in a quartz tube at 10200C. Dry, wet, dry oxidation is used sequentially

to grow an oxide layer about 1.8 pm thick. Dry oxidation is slower than

wet oxidation, but gives a uniform surface. The grooves are patterned on

the wafer by a process known as photolithography. Hydrofluoric acid (HF)

is used to remove the oxide from the regions where the grooves are to be

formed. Anisotropic etchants LDP, Hydrazine, ad KOH are then used to

etch the exposed Si. These etchants attack Si at faster rate than S102.

Hence the oxide protects the Si under it. They have different etch rates

for different crystallographic planes. Thus they etch the (100) plane

faster than the (111) plane because the atomic density on the (111) plane
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is higher than the (100) plane. Figure 4 shows the preferential etching

of Si forming "V" grooves in Si intersecting at an angle of 54.740 with the

(100) plane. A scanning electron Microscope (SEM) photograph of these

grooves is shown in Fig. 5. A simil;ar procedure is used to etch both the

common reservoir and the fill hole.

In order to close the devices, an electrostatic bonding process is

used to fuse a piece of Pyrex 7740 glass to the top of the silicon, the

reason Pyrex is used instead of silicon, is that it allows us to monitor

the filling process and may, in the future, allow is to observe the liquid

film. Figure 6 shows a completed device. Note the common reservoir at

the base of the micro heat pipes and the tiny hole which is open to the

other side and is used to evacuate and fill the device.

After electrostatic bonding, a small copper tube is aligned with the

fill hole and bonded to the silicon, see Fig. 7. The tube, in turn, is

connected to a manifold equipped with valved connections to a vacuum pump

and the working fluid supply, see Fig. 8. A precision metering valve (not

shown) located between the device and the charging manifold, allows

precise control of the introduction of working fluid into the device. The

vacuum pump is first used to evacuate the micro heat pipes to a pressure

of less than 0.01 torr. Liquid is then introduced into the device until

the desired fill quantity is visually observed, see Fig. 9. After

charging, the device is non-destructively sealed, thus allowing the fill

quantity to be changed and the same device reused. Currently, this is the

stage to which we have progressed. Micro heat pipes have been constructed

and filled. The next stage is to thermally test the devices.

Figure 10 shows the layout for the new design we will use. NoLice

that the common reservoir is smaller. We had some difficulties with

trapping vapor in the larger reservoir. The tiny dark rectangles aligned

axially along three (3) of the micro heat pipes are p-n junctions which

will be used to measure temperature. They will be multiplexed to operate

sequentially in order to avoid any unnecessary heating of the devices.
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The jagged edge at the bottom of the page is an electrical resistance

heater used to heat the evaporator section of the devices. The condenser

end of the heat pipes will be liquid cooled and, in order to minimize

convection losses, experiments are being planned in a vacuum chamber.

Electrical circuitry is presently being fabricated to test the heat

dissipating ability of these micro pipes. The circuit is being built on

the back side of the pipes. This is possible since silicon is a good
conductor of heat and will have a negligible temperature drop across the

thickness of the wafer. A resistive film will be used to generate thermal

energy, to heat one end of the pipes. Three of these pipes will be
profiled for temperature measurement along the pipe by 45 (15 x 3) diodes.
These diodes will be forward biased by a constant current source and

change in voltage with temperature will be measured. The voltage across

the diode decreases with temperature. This decrease is approximately

linear and the change in voltage with temperature is expected to be around

2-3mV/°C. These diodes can be made by diffusion or ion implantation.

Presently they are fabricated by a diffusion process. This involves

diffusion of two different kinds of electrical species to form p-n

junctions which are diodes. Diffusion of these species takes place at

elevated temperature. The wafers are placed in a quartz tube where the

agents which supply these species are passed to the tube. Boron is used

for p-type and Phosphorous for n-type. To make contact with the external

world, Aluminum is sputtered on to the Si. Wires will then be bonded to

the diodes for electrical contacts. They will be subsequently

characterized individually by placing the whole wafer in an oven, the

temperature of which can be controlled.

The diodes mentioned above have been made but have not been

implemented on the device. The results achieved so far have been

satisfactory and further experimentation is needed in implementing these

on the device.

Once these diodes are perfected, they will be incorporated onto a

new chip used to test the effectiveness of micro heat pipes.
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VI. THEORETICAL MODELING

To predict the operating characteristics of the device, a one-

dimensional steady-state model is being developed. The one-dimensional

model (axial variation only) is employed due to its ease of derivation and

solution. The conservation of mass, momentum, and energy equations are
written for a thin cross-sectional control volume along the pipe.

Constitutive relationships such as Fourier's Law of conduction and the

Laplace-Young equation expressing the pressure drop across a curved

meniscus are introduced to close the set of equations. Finally,

appropriate boundary conditions are specified and the resulting set of

coupled, nonlinear, ordinary differential equations is solved by a

modified four-point Runge-Kutta numerical technique.

The micro heat pipe is logically divided into three sections:

evaporator, adiabatic section, and condenser. The boundary conditions for
each section are unique. A coordinate system is introduced with the x-

axis coincident with the geometric centerline of the pipe. Variations in

the other two directions (y,z) are assumed small and are thus lumped in

the governing differential equations. The following assumptions are
employed in the model derivation: incompressible flow, steady-state

operation, constant properties, constant vapor temperature, and a constant

radius of curvature for a given x-location. Additionally, preliminary

scaling analysis indicates that viscous dissipation, axial energy

conduction, convection and gravitational terms in the governing equations

are negligible. Since the vapor temperature is constant, no energy

equation is written for the vapor. The above assumptions dictate a linear

temperature profile in the liquid film, which seems reasonable due to the

low liquid velocities, and the minute thickness of the film. The thickness

of the film relative to the hydraulic diameter, however, is not negligible

and must be considered in the equations. (Gerner and Longtin, 1989).
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As mentioned, the boundary conditions for each section of the device

are unique. The equations for each section are initial value problems.

Thus, assuming the solution procedure is started at the closed end of the

evaporator, the boundary conditions for the adiabatic and condenser

sections will simply be the solution values of the evaporator and

adiabatic sections at the given x locations, respectively. A constant

heat flux is applied along the entire length of the evaporator.

Additionally, the liquid and vapor velocities are assumed to be zero at

the closed end of the evaporator (x-O) and the radius of curvature is

taken to be several (1-5) microns at this point. In the adiabatic

section, no heat transfer occurs, and in the condenser, a constant wall

temperature exists. The exact nature of the boundary conditions is not

yet known, thus, one of the objectives of the model is to see how

variation in the boundary conditions affects the pipe performance. The

boundary conditions for each section are given below.

The asymmetric nature of the pipe cross section poses somewhat of a

problem. In reality, the conduction through the film in the condenser is

two-dimensional. Additionally, it has been shown that an extended non-

circular meniscus forms at the liquid-wall contact region. (Potash and

Wagner, 1972). To approximate these phenomena in the one-dimensional

model, a mean film thickness is introduced to calculate the heat transfer

across the film. The particular choice of this mean film thickness and

its effect on the overall model results are presently being investigated.

Currently, the equations are being solved numerically to determine

the qualitative operating characteristics of the device. Future

refinements to the model will be made to remove some of the more

restrictive assumptions, and provide more accurate performance results.

The governing equations are listed below.
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Conservation of Mass (Liquid and Vapor)

dr dU,2U 1- + r-- -vf--

(K P - 2 dUV- 20 v- dr + P rV.., = 0
(Kp-pir2) Uvrd +  PV

Conservation of Momentum (Liquid and Vapor)

(_du, .p _j d Pi2(U dU1 d dP12plru- u )- 2(P - P 1 )- +1r

+ T i + p igsinO r = 0

pf 2 )UdUv 2 i

d 2p,. Cx 2p p 1Ur-

+. 1 (Pv - P.1) r-

+TW,V(3d- P,,r) + cj Pr + pvgsinO(_d2 - 0

Conservation of Energy (Liquid only)
(Evaporator)

ql "-2A1 = p 1 V 1hvz

(Condenser)

ql.= k(Tv - Tw) = __, =
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Laplace-Young equation

" -, _- aa
r

with boundary conditions at x-O (closed end of evaporator)

.- (1-5) pIm
U1 = 0

The boundary conditions for the adiabatic and condenser sections come from
the solution of the section immediately preceding to it.

Currently, a numerical code is being developed to solve these
equations. This code should be completed and tested in time to compare
with our experimental results.

6
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VII. SUMMARY AND RECOMMENDATIONS

To date, very good progress has been made on micro heat pipes. A
prototype has been micro fabricated and filled. A systematic test
procedure has been designed. On the theoretical side, a one-dimensional
model has been developed.

Our next major goal is to experimentally test our micro heat pipes.
By this time we should have numerically solved our mathematical model.

From the experimental and numerical results we should gain a much
better understanding of the physics governing micro heat pipes. This
should permit us to improve our design.

A longer term goal of ours is to incorporate a micro heat pipe
system onto an electrical chip. After we are confident that we understand
the basic physics and have a reliable design, we plan to micro fabricate
a micro heat pipe system onto the back side of a chip containing a high
heat flux microelectronic circuit.

68-17



VIII. REFERENCES

Babin, B.R., Peterson, G.P., and Wu, D., 1989, "Analysis and Testing of a
Micro Heat Pipe During Steady-State Operation," presented at the ASME
National Heat Transfer Conference, Philadelphia, PA.

Cotter, T.P., 1984, "Principles and Prospects for Micro Heat Pipes,"
Proceedings of the Fifth International Heat Pipe Conference, Tsukuba,
Japan, pp. 328-335.

Gerner, F.M., and Longtin, J.P., 1989, "Flow Limitations in Micro Heat
Pipes." AFOSR Contract No. F49620-88-C-0053.

Potash, M., and Wayner, P.C., 1972, "Evaporation From a Two-Dimensional
Extended Meniscus," Int. J. Heat Mass Transfer, Vol. 15, pp. 1851-1863.

I
0

I

68-18



Heat Pipe

Evaporator Condenser

Figure 1 - Physics of the Micro Heat Pipe
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Figure 2 - Micro Heat Pipes arrayed in Silicon
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Figure 3 -Top view of MHP showing reservoir
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Figure 4 - MHP fabrication by anisotropic etching
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Figure 5 - SEM photo of MHP (I cm = 100/jm)

gig

Figure 6 - Empty pipes ready for filling
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Figure 7 - Back side of wafer showing fill tube

Figure 8 - Evacuation and charging system
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Figure 9 - Filled Micro Heat Pipes
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Analysis of the Flowfield in a Pipe With a Sudden

Expansion and With Different Coaxial Swirlers

by

Baruch B. Lieber, Ph.D.

ABSTRACT

Velocity measurements were obtained in a model axisymmetric dump combus-

tor which included a co-axial swirler by means of a two component laser Doppler

velocimeter (LDV). The frequency spectrum of the velocity fluctuations was ob-

tained via the Fast Fourier Transform (FFT). The velocity field downstream of the

dump plane is characterized, in addition to turbulence, by large scale organized

structures which are manifested as sharp spikes of the spectrum at relativeiy low

frequencies. The decomposition of velocity disturbances to background turbulence

and large scale structures can then be achieved through spectral methods which in-

clude matched filters and spectral factorization. These methods are demonstrated

here for axial velocity data at the axial location of one step height downstream of the

dump plane. Subsequent analysis of the various velocity disturbances shows that

large scale structures account for about 25% of the apparent normal stresses at this

particular location. Naturally, large scale structures evolve spatially and temporally

such that their contribution to the apparent stress tensor may vary depending on

the location in the flow field. Also, in an effort to examine the structure of the finer

scale turbulence in the flow, Conditional Sampling analysis was performed on the

velocity signals. It was found that the Variable Interval Time Averaging method

(VITA), along with the u-level and Quadrant method identified repeatable turbu-

lent structures in the core region of the flowfield. Using a period of 25ms and a

threshold value of 1.4, the VITA method identified a structure which occured 10.8%

of the time and found to be responsible for 20.0% of the turbulent kinetic energy

at the dimensionless location z" = 1, r" = 1.3, in the flowfield.
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I. INTRODUCTION:

Swirling flows carry great practical importance in producing enhanced fuel-

oxidizer mixing and flame stabilization of reacting flows. A swirl can produce regions

of highly turbulent flow and recirculation zones at a minimal cost in terms of energy

consumption thus, increasing combustion efficiency. The experimental apparatus

in this study is a model a-xisymmetric dump combustor which can accommodate

different co-axial swirlers upstream of the dump plane. A detailed description of the

combustor which can operate both in the isothermal or reacting mode can be found

in Nejad et al [1] and Ahmed et al [2]. A schematic diagram of the combustor's

geometry and the coordinate system used is shown in Fig. 1.

In the past two decades great advances have been made in experimental instru-

ments and methods for mapping complex flowfields. The use of the laser Doppler

velocimeter (LDV) has given experimentalists the potential to investigate flows that

have been impossible to study in the past. The LDV uses a sophisticated optical

system that can be used to map the velocity in a flowfield with high resolution in

time and space. A probe is formed from two intersecting laser beams that measures

the velocity of particles embedded in the flow. Since the probe is made entirely of

light beams, this instrument has little or no effect on the flow, as does a hot wire or

a pitot tube. The LDV can also be used for measurements in harsh environments,

such as the environment in a combustor without deterioration. For a complete

review on laser Doppler anemometry see Ref. [3].

Complex flowfields such as the one studied herein, find applications in dump

combustors, ramjet, or turbojet engines. These flows present the researcher with a

challenging set of circumstances. On one hand these violent flowfields are difficult to

measure experimentally, and on the other hand these flows do not lend themselves

to accurate modeling by conventional analytical or numerical techniques [4],[5]. As

a result, difficulties arise when attempting to predict the behavior or performance
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of such a combustor. Analysis of these flows is further complicated when the flow

is swirling. Current design techniques make use of empirical correlations that have

been developed through the years as a result of trial and error methods. To better

predict the behavior of these combustors, analytical tools need to be improved.

Hence, one aspect of the experimental effort is to generate an extensive data base

for the verification of computational schemes. Earlier studies have shown that due

to strong swirling motion imposed on the flow, customary turbulence closure models

fail to provide an adequate description of such flowfields [5]. Favaloro et al [4], for

example, used k - e closure to model the flowfield in a series of experiments through

the same combustor. They concluded that this method failed to predict the principal

features of the flowfield. Therefore, it is advantageous to explore various methods

which can better describe the flowfield and will faithfully predict flow behavior as

encountered in the experiments in such combustors.

Analysis methods of experimental data usually make extensive use of time do-

main methods, simple or elaborate statistics such as different orders of the statistical

moments, and spatial transformations using Taylor's hypothesis. Furthermore, ex-

ploration of the precise physics of the flow rely heavily on various flow visualization

techniques although, to date, such techniques are limited mainly to qualitative de-

scription of the flow. Meanwhile, theoretical and computational efforts to develop

improved turbulence closure models have led to novel methods which make use of

spectral transformations and filtering techniques such as large eddy simulations.

Nevertheless, such methods are handicapped by the lack of information which must

be provided by experimental data - particularly the scale of the large turbulent ed-

dies which are present in the flowfield. Such information can provide the necessary

input for advance computational algorithms and serve as a "gold standard" against

which the results can be verified.

In the last two decades novel approaches to the interpretation of flow data led to
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numerous studies which deal with the identification and extraction of coherent flow

structures in various flowfields. Such studies are based on visual observations that

have been made many years before [6] that organized motion exists in a seemingly

stochastic field. Studies which focused on the structure of turbulent flows used, for

the most part, time domain conditional sampling supplemented by flow visualiza-

tion as main analysis tools [7],[8]. While providing useful information with regard

to the nature and diversity of coherent flow structures, the main thrust of these

studies was to investigate the origin of the structures in boundary layer regions and

turbulent/nonturbulent interfaces in carefully designed experiments while neglect-

ing core regions in violent developing practical flows. In the past decade, however,

spectral methods have been adapted to the study of the structure of turbulent flows

- particularly ones which are unsteady in nature. Examples include accelerating,

pulsatile and oscillatory flows where flow disturbances evolve temporally as well as

spatially resulting in nonstationary phenomena. The spectral space provides some

new perspectives on the evolution of flow disturbances and can supplement time

domain methods for the analysis of turbulence. Lieber and Giddens [9] and Lieber

[10], for example, used spectral factorization and matched filters to study large scale

organized motion in pulsatile flow downstream of a confined jet. They demonstrated

a method which provides the means to decompose flow disturbances to the various

flow phenomena and to assess the relative contribution of each phenomenon to the

apparent stress tensor. These methods will be adapted in this study to swirling

flow. Conditional sampling techniques will also be employed here to study the finer

scale coherent structures in the flowfield.

II. OBJECTIVES:

Currently there are no turbulence prediction models which can faithfully de-

scribe a complex flowfield such as swirling flow through an axisymmetric dump com-
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bustor. Furthermore, the development of prediction models is severly impeded by

the lack of a comprehensive database against which such models can be verified and

validated. This project deals with an experimental model study of the flowfield in

an axisymmetric dump combustor which includes a coaxial swirler upstream of the

dump plane. Velocity measurements are obtained with a laser Doppler velocimeter

(LDV) for both isothermal and reacting flows. The objective is to develop analysis

methods which will decompose the various flow disturbance phenomena and describe

them based on the physical principles which govern such phenomena. Disturbances

which are induced by fluid motion may include large-scale motion, various coherent

structures and fine-grain turbulence. The analysis includes conventional statistics

and time domain methods, spectral transformations and conditional sampling. Ini-

tially, analytical methods are developed and applied to existing experimental data

of isothermal flow through the combustor which includes a swirler of swirl num-

ber 0.3. The application of the developed methods to the existing data provide

verification and applicability tests. Subsequently, the developed methods will be

applied rigorously to different flow configurations commencing with isothermal flow

through the combustor for zero swirl case and continuing with more complex cases

by adding non-zero swirler and chemical reaction.

IL EXPERIMENTAL METHODS:

E perimental Apparatus: The data used in this study were obtained from the

experimental apparatus (Figure 1) that is located at the Aero Propulsion Labo-

ratory, Wright-Patterson AFB. The combustor described is able to accommodate

both isothermal and reacting flows. This investigation will focus on isothermal flows

only. Information on momentum exchange and kinetic energy dissipation rates are

more readily extracted than if the flow were reacting. Also, in order to model the

complicated reacting case, the more elementary isothermal flow should be better
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understood [4].

The working fluid (air for isothermal case, premixed air and propane for react-

ing case) approaches the swirler in a 101.6 mm ID tube. It is in this tube that the

fluid is seeded with particles to enable LDV measurements (and injected with fuel

for the reacting case). The fluid passes through a swirler located at 50.8 mm up-

stream of the dump plane. The system can accommodate different coaxial swirlers

with swirl numbers ranging from 0.0 to 0.5. The swirler used was a constant angle

axial flow type with a swirl number of 0.3, and twelve circular arc inlet guide vanes.

Swirl number is defined as [11:

S = L V 2 V r2 dr / j RVZrdr (1)
R h

The swirling fluid then enters the combustion chamber. This chamber consists of

a 151.4 mm I.D. tube. This tube is fitted with a quartz window for access of the

LDV probe. A unique feature of this design is that the entire 101.6 mm tube is

permitted to traverse and enable the movement of the dump plane relative to the

quartz window. This feature enables the mapping of the entire flow field through

a single 38 mm square window. The fluid is then routed to a settling chamber and

exhausted.

In the isothermal experiments, the centerline velocity in the inlet pipe was held

at 19.2 M/s [4]. This corresponds to a Reynolds number (Re) of 125,000 based on

the combustor inlet tube diameter. In experiments where the flow is reacting, the

upstream centerline velocity is held constant at a different value, for flame stability

considerations.

For isothermal experiments, the particles used to seed the flow are titanium ox-

ide (Ti0 2 ), with sizes smaller than one micron. The data rate of the LDV frequency

counters was kept high enough such that the data density following coincidence ver-

ification was kept at values much larger than one [12]. The advantage of obtaining
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high data densities lies in the possibility of treating the data as a representative

time series of the velocity signal for further analysis. Data rates of 500-3000/sec

are typical with this system. The flow seeder used during reacting flow experiments

was recently modified. It is difficult to obtain sufficiently high data rates in rf ict-

ing flows and a new seeder is currently designed to overcome this problem. FI- a

complete description of the LDV system used for gathering the data in this study,

along with explanations of how problems such as velocity bias, and low data rates

were overcome see [41 and [21.

Initial Data Analysis: The data used in this stud- were col! cted by the sponsor

and stored on magnetic tapes. The data onsists of coincident orthogonal velocity

measurements (either axial and tango- tial, or axial and radial), and the time at

which they were recorded. The veloc'ties and measurement times are recorded in

single r-ecision (32 bits). In the experiments, 27,300 data points were recorded per

spatial location, representing the time history of turbulent velocity at one location

in the flowfield. In orde: to lower the possibility of errors in statistical analysis,

an upgrade of the data acquisition system at WRDC/POPT has been performed

'hat will enable the storage of 60,000 velocity and time measurements in subsequent

experiments. The large size of these files require powerful computing facilities to

perform any type of analysis in a reasonable amount of time.

Analysis of the data files was performed on a VAX 785 mainframe computer

located at the University of Buffalo. The first operation that is performed on the

data is the removal of erroneous datum points from the data record. In an array of

turbulence data measured with an LDV, there are some points where the velocity

varies greatly from the mean (± 4 standard deviations or greater)[13]. While the

LDV system has sophisticated validation methods, some points are erroneously

validated as a result of optical or electrical noise. Figure 2 shows a velocity verses

time plot with a "bad point", typical of the data that is being analyzed in this
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Figure 2. Turbulent velocity signal with "bad point".
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study. It is thought that the large deviations from the mean (spike A, Figure 2)

can not represent actual measurements of velocity, and must be in error. Therefore,

these "bad points" must be eliminated from the data record.

The method used here to remove these points requires that the average velocity

be obtained first, however, the data points are not equally spaced in time (i.e. the

time differences between each consecutive velocity reading are not equal). The

following equation is used to determine the mean of the velocity components:

1 Vn+1 + n X (tn+1 - t). (2)

Equation 2 calculates the time weighted average, V, of a velocity signal. Here,

N represents the total number of data points in the file, n represents the n'th data

point in the file, and tn is the time that the n'th velocity was measured. Equation

2 is also used to calculate the unbiased average velocity profiles th-oughout the

flowfield.

The standard deviation of the velocity signal is calculated with equation 3.

O''- (N +i Z(n"- (n _ 7)2( ~ 1i)/2

(: (U -) 2  
- (3)

\tN t~i 1  2

The instantaneous velocities, v,n, are then compared to the average velocity to

insure that they fall within a specified range, e.g. ± 4 standard deviations from the

mean velocity. Equation 4 is an example of the range that the velocity should fall

in.

V-4 < v,_ + 4or (4)

If a data point falls outside of the range specified by Equation 4, it is eliminated

from the data record as if it were never recorded as in [13). The data file then

contains the original number of data points minus the number of bad points that

70-13

I- - - .. o m m n ,n nmn nm m n mmnmm ni



were detected. For the data used in this study, fewer than 0.1% of the measurements

were discarded.

The next operation performed on the data is the construction of a data record

with equal time intervals between data points, from the original velocity signal. This

step is necessary, because it is required by many analysis techniques. For example,

the Fast Fourier Transform (FFT), digital filtering, and conditional sampling meth-

ods such as Variable Interval Time Averaging (VITA) are designed to process data

files which are equally spaced in time. It should be noted that techniques are being

developed to perform the types of analysis listed above, on a signal that has not

been equally spaced in time. However, these methods are currently in the testing

stage, and are unavailable for use here.

In the construction of the new data file, it is essential that the method used

will minimize extraneous information to the data. There are several techniques that

can be used to restructure the data. Three such methods are discussed below.

The first method uses a linear interpolation between data points to generate an

equally spaced velocity signal from the original data. A desired sampling rate (the

inverse of the time interval between points) is specified, and the new file is created

assuming the velocity between measurements, is a linear function of time. This

method has been adopted recently by many researchers [141-[16], and is the primary

method used in this investigation. Figure 3 shows an example the application of

this method. It should be noted that the sampling rate for the equally time spaced

file should be no larger than 1/3 the average sampling rate of the original file. This

condition is placed by the Nyquist criteria which guards against the generation

of extraneous information in the new data file, by placing a limit on the highest

resolvable frequency [17].

Another method that one may use is the sample and hold technique. This

method is similar, but less sophisticated than the one described above. Figure 4
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illustrates the equally spacing of a signal using this technique. Instead of creating

a continuous signal from the original data by interpolation, a signal is formed by

assuming a constant value of velocity between points. This constant value is equal

to the velocity at the most recent point. As -with the prior method, one must not

use a sampling rate greater than 1/3 the average sampling rate of the original data

file with this method either.

The third method that can be used is the slotted window method. This method

has been developed by the researchers at the Aero Propulsion Laboratory WPAFB.

It equally spaces the data by having a user specified window to find data points

from the original data file that are within a certain range of where a point is desired

in the equally spaced file. Except for slight shifts in time imposed by the slot width,

this method seems most able to generate new data files without misrepresenting the

original data. However, to use this procedure, the average data rate of the original

file must be very high - possibly ten times higher than the desired data rate of the

new file. This characteristic is undesirable when the original data rates are low to

begin with, as in the case of reacting flows. Also, this method encounters difficulties

if for some reason the data is sparse in some given time interval. An example of

this method is given in Figure 5.

As stated above, the primary method used in this study is the linear interpo-

lation method. By comparison of Figures 3 through 5, it can be seen that the data

rate is too low to use the slotted window method. Of the remaining two methods

the linear interpolation method seems to follow the original data more faithfully

than the sampie and hold method, and for this reason it is selected for use here.

When a data file has been generated from the original data file that has equal

time intervals between points, subsequent analysis can be performed which will be

described in detail in following chapters.
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IV. PRELIMINARY RESULTS:

Average velocity profiles can be obtained by using equation 3 to determine the

mean velocity at a point in the flowfield. By plotting various values such as V9

versus r, or V, versus r one can learn much about the flowfield. Steep velocity

gradients (i.e. 8V1'/Or) in a flow may identify areas with relatively large turbulent

energy. Relatively large values of Reynolds stress canbe associated with these areas,

as found by Altgeld et. al.118]. This may prompt ont to study these regions more

carefully. The resolution of the grid used to map tie field can be made finer in

these areas.

A desirable feature of the LDV is that it is not anbiguous to flow direction.

Unlike competitors (the hot wire and pitot probe), the LDV can not only determine

the speed of a seed particle in a flow, but it can also de:ermine a particles direction.

Therefore, regions of recirculation within the flowfield can clearly be identified.

These regions are desirable in the flow as they indicate good mixing, and in turn,

enhance combustion efficiency. Figure 6 illustrates the radial development of the

average axial velocity component V,, at three positions dcwn stream of the dump

plane. At the position z-1, one can see ihe region of flow reversal near the outer

wall of the combustor. The velocity graiient is steep in the area near the center

of the combustor. This is due to the obsruction of the swirler hab. Although not

shown here, at down stream locations of less than x=l a central recirculation zone

is formed. The axial development of tht radial velocity component V,, is shown in

figure 7. While the development of the axial component takes place in a somewhat

orderly manner, the same is not true for the radial component. In regions near

the dump plane (z-1) the average radial velocity changes direction a number of

times along the profile. This characteristic can be attributed to the effect of the

recirculation zone andshear layer formed at the dump plane. These profiles indicte

the complexity of th: radial velocity component.
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and hold data at SR=1000.
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In an effort to evaluate the three methods for equally spacing the original data

the power spectral density functions (PSD) were obtained and compared .7irst, the

linear interpolation and sample and hold techniques were both used to reconstruct

two equally spaced data files from the same original velocity signal. A sampling

rate (SR) of 1000 was used for both methods, and the PSD of the new data files

was calculated. Figure 8 shows the comparison of the two PSD spectra estimates.

One can see that while there is a good agreement between the two spectra, the

sample and hold method is more susceptible to spectral broadening, particularly at

the high frequency end. At low frequencies, however, spikes at frequencies of 5.8,

21.5, and 37.1 Hz are identical. From this one can conclude that either method

will rirform well when the objective is to study the low frequency spikes. Figure 9

demonstrates a similar comparison using the linear interpolation and slotted window

methods with the same data file used above. A low sampling rate (SR= )0) in this

comparison was unavoidable due to the requirement of the slotted window method.

The slot size used in the search for data points was ± 20% of the time window At.

Although there is a significant loss of information when using such a low data rate,

one may regard the slotted window spectrum as a gold standard. When the SR is

low, linear interpolation apparently produces spectral leakage as one can observe

where the spikes of the linear interpolation spectrum are lower at the expense of

higher levels of spectral response between the spikes.

V. THEORY:

Basic Fluid Mechanics Equations: The fundamental laws that characterize the

flow are conservation of mass, mon.entum, and energy. These laws are most con-

veniently presented in differential form. Due to the complexity of these equations,

analytical solutior.s are next to impossible, and have only been found for simple

flows. Hence, we can present the equations that capture the physics of the trans-
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port processes, but we must rely on computational methods for solution of the

governing equations.

The coordinate system used in the development of the following equations

is defined in Figure 1. In a general form, conservation of mass (the continuity

equation) is given by Equation 5.

+ V. (pV) = 0 (5)

For isothermal flow, there will be no variation in density (p) due to temperature

gradients. The density may also vary spatially due to compression of the working

fluid. It can be determined if compressibility exists from the mach number. The

mach number for the flow is calculated by

M = T  (6)

Using the centerline velocity in the inlet pipe v=19. 2 m/s, k=1.4, R-=0.287

kJ/Kg K, and T=300 K, the mach number is calculated to be 0.055. As this value

is much less than 1, density variations due to compression of the working fluid can

also be neglected. Equation 5 now simplifies to

v. v = 0, (7)

which in cylindrical coordinates becomes

1 O(rv,.) +1 0e. (8)
r Or r+ -- e o

The conservation of momentum (Navier-Stokes) is given in equation 9.

p [ + V( ) - V x(V x V)] -Vp + F + V2 V (9)

This form assumes constant density, and viscosity. These assumptions, however

will not be valid for nonisothermal flows, since both p and p depend on temperature.
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For the coordinate system defined in Figure 1, the momentum equations for each

coordinate direction are

radial direction:

r o , 0%, vo v,. i ,ev 2 1 Op8V'-t +  ', +  + 17. J-+-OP
a r 60 am ar

+ 2 r + 1a,+ 1 2r+ 12r V 9(10)& -r r2 02 a:2 r2  r 2 o"

tangential direction:

p-- + Vr,2.- + -- + V2 - + -I =Fe - -

a~t Or r O am r r rO

1 2VO l+OVe + 1 + + +i (11
&2Ox r 2 a 2  r2  r2 aej

axial direction:

Ov Ov ye, v0 2  Or,] 1 ,oP av + VvT + ,.t- z +"T FV - C

[ O2v, 1 Ot'= 1 OVZ O2z,1 12
+1L Z + + -L+ -- 2V
a rOr r2 02 OX2 (

Equations 8,10,11, and 12 are sufficient to characterize the flow variables Vr, VS,

vz, and p. However, if a temperature gradient is present in the flowfield, as would

be the case in reacting flow, formulation is more complex. Modifications must be

made tc the conservation laws given above, and conservation of energy, along with

an aprop.iate state equation are necessary. As stated previously, the main concern

of this stuly is the isothermal flow case, and the equations characterizing reacting

flows will nt be presented here.

Coherent Siructures: For many years decomposition of turbulent flow variables

assumed an uiderlying mean value and purely stochastic fluctuations. Modeling

attempts of tiese flows took the form of the Reynolds Averaged Navier-Stokes
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equations coupled with a closure model such as Prandlts mixing length model. In the

past several decades, however, a new outlook on the structure of turbulent flowfields

has become prevalent. This new concept postulates that the underlying fluctuations

in a turbulent flowfield are not purely chaotic. In fact, flow substructures that

exhibit specific organization (depending on the boundary conditions), and are of

appreciable size and duration such as quasi- periodic occurrence, have been found

to exist in turbulent flowfields. These substructures were given the title "Coherent

Structures" but have also been referred to as bursts, ejections, streak, or large scale

motion.

Blackwelder [7] defines coherent structures as: " a coherent eddy structure

consists of a parcel of vortical fluid occupying a confined spatial region such that

a distinct phase relationship is maintained between the flow variables associated

with it's constituent components as it evolves in space and time". Fiedler [19]

refers to coherent structures as "regions of concentrated vorticity, characteristic

and flow specific organization, reoccurrence, appreciable lifetime and scale". While

researchers may not agree upon an exact definition, most do agree that coherent

structures do exist, and are a primary contributor to the generation of turbulence.

Coherent structures have been identified in all regions of turbulent flowfields.

Studies have been done investigating them in boundary layers [20]- [22], shear lay-

ers [8] [23], and core flow regions [24] [25]. Blackwelder [7], points out that similar

structures also exist in transitional flows. The interest in coherent structures is

stimulated by the fact that relatively little is understood of the transport dynamics

involved in turbulent flows. Also, insight on coherent structures can lead to bet-

ter prediction of turbulence phenomena which is of great importance as a design

tool, since turbulence has a strong impact on heat transfer, mixing of combustion

reactants, noise production, and wall friction [19].
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C t ures in Boundar Regions: Research efforts that have concentrated

on boundary layer regions have identified a structure which has been termed a burst,

ejection, or streak. These structures develop in the wall region at roughly y+ < 50.

The quantity y+ is a normalized distance from the wall, and is defined as

+ yV , (13)
V

where the normalized velocity, V*, and wall shear stress, -r., are defined as

V = and dro = (14 a, b)

Conditional sampling techniques are the main tool used by researchers in analysis

of this region. A detailed discussion of these methods will be given in chapter VI

of this report.

Blackwelder [7] defines these structures as streamwise vortices of opposite sign,

and they are identified as regions where the fluid has low momentum. As these

streaks propagate downstream they begin to oscillate. Portions of the streak may

then eject out of the sublayer. Having lower momentum than the fluid in the outer

regions the streaks are broken up here in a mixing process. It is not understood ex-

actly how these structures are formed or from where they originate. Kline et al [261

speculate that these ejections are drawn out by streamwise vorticity. Others, [7],

attribute this bursting phenomena to possibly being the result of inflection points

in the spanwise velocity profile. Whatever the origin, some esearchers estimate

that large scale motion is responsible for as much as 50% of turbulence production

[27] [28]. Fiedler [19] gives a more conservative estimate of all coherent structures

producing only 10-25 of turbulence in a flow. It should be noted that the investiga-

tions discussed above were carried out under fully developed flow conditions. One

should not expect to find this phenomena responsible for an appreciable amount of
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turbulence generation in young, violent, developing flows such as the flowfield in a

swirling dump combustor. The coherent structures that are of primary interest in

this investigation are those originating in the shear layer beginning at the dump

plane, and those imparted to the flow by the the swirler.

Coherent Structures in Core Regions: While many experiments focusing on the

structure of the boundary region have been documented, fewer have investigated

the outer flow regions. Conditional sampling and pattern recognition methods,

which seem to be the best way to quantify coherent structures, were mainly used

in the boundary layer region. Flow visualization techniques can be used to study

these structures but yield mainly qualitative information. Hence, more powerful

techniques are needed to investigate large scale motion. In the past decade spectral

methods became increasingly more popular to study large scale motion [24][30],

and some will be implemented here. Conditional sampling techniques will also be

adapted to study core flow regions.

Lieber [24][10] used spectral methods to identify large scale structures in pul-

satile flows with biological applications. With this method, a time series repre-

senting the time history of the velocity (measured with an LDV) at one point in a

velocity field is transformed to the spectral domain using a fast Fourier transform

(FFT), or autoregressive modeling. 'Spikes' in the power spectrum at low frequen-

cies, are identified as large scale structures. These structures are extracted from

the flow data using matched filters and spectral factorization. This method will be

discussed in more detail in Chapter VI.

Sabot et al [24] used conditional sampling to investigated the core region of

fully developed wall bounded flow. In their work, an amplitude analysis of the

Reynolds shear stress viv 2  is presented. Two distinct burst patterns were found in

the core region. Regions of negative vt tv were found to traverse the flowfield. Also,
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regions of very high vlv ' product were found to be ejected into and out of opposite

halves of the flow.

J.A. Ferre et al [31], used conditional sampling and pattern recognition investi-

gate the three dimensional large scale motion in the wake of a cylinder in cross flow.

Structures termed double-roller eddies were identified, and found to be responsible

for 40% of the energy in the turbulent field. The effect of these structures on the

finer scale turbulence was also investigated. Decomposition of the velocity field

was performed in order to isolate the small scale from the large scale motion. This

allowed the study of the small scale motion without the interruption of the large

scale motion. It was found that the fine scale motion seemed to concentrate in the

vortical core of the large eddies.

A similar type of decomposition of the velocity field, but in the frequency

domain is implemented in this study. The method of spectral factorization is of use

in differentiating the large scale coherent structures from the fine grained turbulence.

The removal of large scale motion permits the investigation of the finer scales and

their origin.

Origins of Coherent Structures: The turbulent structures found in young developing

flows have been noted to be more organized, and contain more turbulent energy than

structures in fully developed turbulent flow [24][30][32]. Also, large scale structures

found in jets, wakes, and mixing layers, have been found to possess well defined

origins. As one might expect, the origins of these structures depend on geometrical

configuration such as a dump plane, or a swirler. They can also be induced by flow

specific phenomena such as a shear layer, for example.

Criminale [33], conducted a study on the origins of organized structures. He

looks at the development of coherent structures as an initial value problem. By

solving an exact solution to the Navier-Stokes equations for shear flow (the Kelvin
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solution) and subjecting it to disturbances, he was able to simulate the "birth" of

large scale structure. These structures were then traced throughout the flow field.

Results indicated the development of "streaky" structures in the boundary layer.

Results also showed strong amplification of disturbances for a few time steps after

their conception, then decay due to viscus effects.

Hussain [34], in his work on coherent structures in transitional flows states that

they are a result of instabilities in instantaneous turbulent flows. He stresses the

importance of continued investigation of large scale motion and eventually their

classification by modes and parameter size.

Variable Decomposition: Turbulence can be defined as an irregular condition of

flow in which the flow variables fluctuate with time and in space. While the equa-

tions presented in section 4-1 are valid for modeling the physics of turbulent flow,

problems arise when attempting to solve them numerically. The time and space

scales of turbulence are so small, that it is beyond the capabilities of present com-

puters to resolve them. Direct solution to the transport equations or "model free"

solutions have been attempted by some researchers for simple flows. Researchers

using these methods insist that these types of studies give insight to the nature of

turbulence, and at the least, are useful in developing other models. However, it is

estimated that we will be well into the twenty first century, before it is practical

to solve complex turbulent flow problems in this way. Thus for the present, we are

forced to find other solution methods which include turbulence modeling.

Since Reynolds first observed the turbulence phenomena, attempts at modeling

used the decomposition of the flow variables into two components [35]. Equation

15 is an example of decomposition for the radial velocity component.

,,(x,t) = V,(x) + v,.(x,t) (15)

The quantity V,. represents the mean velocity at a particular point in space over a
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long period of tir . The v' (t) term is a time dependent quantity that represents

the deviation of velocity fluctuations from the mean V. By definition, the average

of v,, or any such fluctuating quantity over the time period T, is zero.

The mass, momentum, and energy equations can be rewritten in terms of this

type of decomposition. The equations are then time averaged. Terms which are

linear in the fluctuating quantities will become zero when time averaged, but terms

which involve the multiplication of two or more fluctuating quantities, for example

p, vI a will not vanish. Such quantities are termed apparent stress since they have

the units of force per unit area. A detailed description of this procedure can be

found, for example, in Shames [36].

The Reynolds averaged continuity equation in cylindrical coordinates is given

in Equation 16a. For the fluctuating comopnent of the flow, continuity is given by

Equation 16b.

1 0(rV,) +1 eve +
r Or.,' r a5,- ax'

+- - 0. (16b)r &r r 400 49X

The conservation of momentum equations in Reynolds averaged form are given

by:

radial direction:

P r O +VO O + -. V, = v8 2 F -r87

+ U[ 42V, 1 #V,. 1 81-,. +02V,. V,. 2 vRe
&2 +rr+r 2 002 + OZr2  r2  r2 0 0O

v.r -F rr

P[ 1 8V.)+ 1 o(,,,) 1 a(V,,V ( ) 9
-+ - + -(v2 (17)

L r or r.8 8:e 4X r

tangential direction:

P [ 7V ' + VeVe + V" e8 - +  1 Fe - OP

-r1 ~ + ax0] r860
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F/[0V +W 16OVe 1 9 827 + 2Ve Ve 2 OrOr2  + r Or r2  02+ Oz2  r2 + r ]
1 _(rvv_) +1 (vvvo) + ('V

- [ r + 00 + + (18)

axial direction:

Prvre + .7 F.

~ a 2- V 1 a2P

oV. 1 02V2  , C2V31r 82r & r 2 002 Oz 2

1 a(rvrvl.) +1 (v'e) + (19)-Pr Or r +e Oz9)

The decomposition of the flow variables as in equation 15, assumes that the

fluctuating quantities are purely random. In the presence of large scale structures

the Reynolds decomposition may be modified to include a repeatable, or periodic

term. This type of decomposition has been implemented by several researchers, for

example, Townsend [6], and Hussain [37]. Equation 20 illustrates a triple decompo-

sition of the radial velocity component.

vr(x,t) = V,(X) + f (x,t) + vr(x,t) (20)

In this equation, Z,.(x, t) represents the periodically repeating component, and the

remaining terms are as defined for Equation 15.

The transport equations again must be modified to account for the new term

i. The Reynolds averaging process is carried out as before when the Reynolds

decomposition was used. If the assumption is made, that the random velocity

fluctuations v'(x, t),and the periodic fluctuations 6,(x, t), are uncorrelated, the time

average of their product will vanish. Therefore, the continuity equation will remain

as Equation 16a, and the momentum equations will take the form of equations 21

through 23.
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radial direction: 4

oV0, - = F, 6
8r 0 O r r

+I,[ -2"""+ +8V 12~ + 2 r V2OVea
Or2 r Or r 2 902 OX 2  r 2  r 2 O

1 or(v4)2 1 8(ivo ) 8(v.) (v')2
-P + -7 +

r 80 Oz r

1 O r(Z,) 2  1 apy(rb) +(:,f) (f0)2 (21)
-P r o + -+ (1r r r ao Ox

tangential direction:

r- 8'. + VV + O.e + V-V = Fe 16P

Or r 8x r r M 4

+ /2V+ 1 8Vo 1 92Vo + 2Vo Vo + 2OV 1
8r2 + O +28C02 8z 2  

-r 2  r2 8 je
- IA 9 1 ,! '

1 O*(r;I,), +8(zve) (ve'r)j
- r Or r O Ox r

1 a(rDroi) 1 O(bo)2  8(flob.) ( o (22)-P + Or + + (2

Or r O0 az r

axial direction:

rL, + Ye K + 'V . -i -zV , F] - O-T
Pr Or r 0 x

82V+ 1 5V + 1 92V 82" 1 "+ Or2 2 +9 + X
r -r r2802 8z2 j

1 o(r,,vr,) + (+) O(VI)21
r Or r 80 Oz

P1a(rbri,) + 1 a(i.5e)+ a(+ ,) 2  (23)-Pr Or r 00 + x I

Note the Additional stress terms present in Equations 21-23 which come from

the multiplication of two periodically fluctuating terms.
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VI. ANALYSIS METHODS:

Spectral Estimations: The spectral estimator used in this study is the Fast

Fourier Transform. This technique is used as it is computationally efficient and

provides reasonable spectral estimates.

Consider a fluctuating flow variable as described by Equation 20. The fluctu-

ating parts can be combined into one term v*, as in Eq. 24.

v(x,t) = V(x) + v*(x,t), (24)

Here v*(x,t) (Eq. 25) is a sample function consisting of v' and i, where v'(X,t)

is assumed to be a sample function from a stationary stochastic process, and Z(X, t)

is assumed quasi-periodic.

V(x, t) = v'(x, t) + fy(x, t), (25)

The one sided power spectral density function G,. (x, f), is the function that is

needed to describe the given flow variable as a function of frequency f. The PSD

estinxate, G,. (x, f), can be obtained from the square of the magnitude of the finite

Fourier transform of the temporal variations for the sample function over the time

interval [0,r].

G,.(x,f) = 2 lim c[4F(x, f, r)12 + IF'(x,f,r)12

+2 1F(x, f, r)IIF'(x, f, r)Icos(0'(x, f, r) - i(x, f, r))] (26)

In Equation 26, e is the expected value operation, F is the Fourier transform of

the respective sample functions, and 0 is the phase argument. The implication of

Equation 26 is that the PSD of the sum of two functions (namely v' and i) depends

ca the PSD of each function and on cross-spectral quantities.
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It can be shown that the PSD of a function which is the addition of two

stationary stochastic processes will take the following form.

G,,.(f) = G,(f) + [aG,ii(f) + Gs,(f)] + GC(f) (27a)

In this relationship, G,,a(f) is the complex cross-spectral density function, and

G,,(f) is the complex conjugate. If the two sample functions are uncorrelated in

the time domain, in the frequency domain they will be incoherent. Therefore, the

coherence function will be identically zero, which in turn will force the magnitude

of the cross-spectral function to be zero. Under the assumption that 5 and v' are

uncorrelated, the PSD of the velocity signal in the form of Equation 27a can then

be written as:

G..(x,f) = GS(xf) + G 0(x,f) (27b)

The implication of Equation 27b is that the PSD estimates of the two sample

functions are additive in the spectral domain.

S Dectral Factorization:

Given only the PSD function of the combined process, v*, one can construct

a set of matched filters W'(x,f) and W 2(x,f) which when applied to G,.(x,f)

will decompose it to its constituents G.(x,.f) and G,a(x,f). The application of

the filters in the frequency domain will decompose v*(x, t) to the constituents and

recover the time series of 6(x, t) and v'(x, t). The estimation of the fluctuating

terms in Equation 20 then becomes straightforward. A detailed description of the

construction of the filters can be found in [10]. An outline of this process is given

here.

A set of orthogonal filters can be constructed such that:

7
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SIW'(x, f)le (- jO(x'f)) fl I _ f :5 f12

WI(x, f) = (28a)
0 for all other f

W'xf W2xfl(J'C')"' ' -f< '1 for all other f I2b

Here, the function 0 is an arbitrary phase argument, and the terms enclosed in

I I are the filter gain. The frequency band f, -+ f2 encompases the frequencies

corresponding to the large scale motion. The filter gains are given in the following

relations.

lW1 (x, f)l Go(x,f)IG-.(x,f) (28c)

iW 2(x, f) 2 - G., (x, f)/G. (x, f) (28d)

The functions t(x, t) and v'(x, t) are then found by determining the inverse Fourier

transform of the product of tL.., Fourier transform of v* and the corresponding filter

function. This is shown in the following relationships.

F-1 [Fb. (x,f) * W1(x, f)] 5 i(x,t) (28e)

F-'[F ,.(x,f) * W 2(x, f)] - v'(x,t) (28f)

Conditional SamRling: Conditional sampling techniques are used to extract in-

formation relating to coherent structures from turbulent flows. Traditionally these

methods have been used to study shear and boundary layers but are also useful

in the outer flow regions. Antonia [381 defines conditional sampling and averaging

as "..a means to distinguish and provide quantitative information about interesting
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regions in turbulent flow". The information that can be extracted is namely turbu-

lent burst frequencies and amplitudes. Detailed descriptions of conditional sampling

techiques can be found in Antonia [38], Subramanian et. al. [39], Morrison et. al.

[40], and Alfredsson et. al. [411.

Conditional sampling is performed on time dependent signals such as the fluid

velocity, v(t), at a point in a flowfield over a period in time. The objective of these

methods is to generate or record a signal c(t), that will be equal to unity when

an "interesting" event is taking place, and equal to zero at all other times. The

conditional average of v(t), is then equal to c(t)v(t). The function c(t) can be a

recording of another flow variable , such as temperature or pressure, or more likely

it is a function which is constructed from the velocity signal v(t), itself. Several

methods of producing this function are discussed below.

The most simple technique used to generate c(t), is the u-Level technique in-

troduced by Lu and Willmarth [42]. In this method a velocity signal is considered

"interesting" if it's fluctuating part (as described in Eq. 15), v'(t), is less than the

negative of the root mean square value v.,,m., multiplied by some threshold value

Lu.

v. -(Lu)vz rm (29)

The rms value is given by:

N0

Vrm s - (30)
n=1

This technique is manly used with the streamwise velocity component. It is based

on the assumption thit the passing of a coherent structure will be associated with

a deviation in the negative direction of the velocity, v'(t), from the rms value. The

threshold value Lu in Equation 29 typically ranges from 1.5 to 3.0 depending on

the type of application.
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A problem associated with the above method is that it tends to detect a single

turbulence generating event multiple times. This is due to small amplitude fluc-

tuations of the signal during the event. Luchick and Tiederman [43], evaded this

problem by creating another criteria for which c(t) will be turned back to zero.

They used the criterion

v, < -0.25(Lu)v,', , (31)

to set c(t) equal to zero. It was found that this modified method yielded better

results. Other investigators (44], have used a similar criteria to detect events within

a certain amplitude range, and variations of this technique also include the analysis

of the square of the spanwise velocity signal.

A more popular technique is the u'v' Quadrant method introduced by Wallace

et. al. [45). The terms u' and v' refer to the streamwise and vertical velocity com-

ponents in rectangular coordinates. In a cylindrical coordinate system these signals

would correspond to v.', and v, respectively. This method has more physical signif-

icance than the other methods discussed here, as it looks at the relative magnitudes

of Reynolds shear stress terms. It is required, however, that coincident vV signals

be recorded. It has been customary to apply this method to selected quadrants

of the velocity plane. In the boundary layer, for example, negative streamwise

and positive perpendicular velocities are associated with low momentum streaks.

Therefore, when

Iv'vrl (LQ)(vz) ,.m(Vr) rm and v. < 0, v,. > 0, (32)

an event is classified as a coherent structure. Here as with the u-Level method there

is a threshold value, LQ, which can range from 1.5 to 3.5.

The above method can be used in the detection of events other than bursts

in the boundary layer. Events in the shear layer and core regions can also be

investigated as long as an appropriate quadrant criteria is used. It should be noted
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that for this method and for the previous method the reference time for the detected

event is the event center.

The most widely used method r the deduction of the turbulence generating

events, is the Variable Interval " Averaging (VITA) technique. This method

was first used by Blackwelder aLd Kaplan [20]. This method works on a similar

basis as the u-Level technique. Both methods assume tL t the passing of a coherent

structure will be accompanied by sharp variations in instantaneous velocity. The

VITA method takes advantage of the fact that such variations correlate with a

relatively larg level of variance in the velocity signal. For a fluctuating signal the

variable interval time average is defined as

1 t+T/2

v(x,t, T)jita = T t-T/2 v(x,t)dt (33)

where T is the time period that the signal is averaged over. For this method to be

effective, T must be of the order of the phenomena being averaged. The variance

of a signal segment is given by

var(x, t, T) = [V(x, i) 2],i. - [v(x, i),,t,] 2 . (34)

An event is detected if

var(x,t, T) > (L.jt.)Vrm . 2, (35)

and the corresponding value for c(t) is set equal to 1. Again, Ltita in Equation 35 is

the threshold constant. Typical values for Lit. range from 0.5 to 2.0 [391. Another

condition in this method is that the derivative of the signal be less than zero at the

beginning of the event. However, this is only necessary in identifying bursts in the

sublayer, and the condition can be modified to identif, other types of structures.

Bradshaw and Morrison [22], use the VITA method with a coincident uv signal as

the sampling signal. They also include a second criterion for detection based on

the sign of the individual u and v signals, as in the quadrant hole method. Other
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researchers use a criterion that stipulates the sign of the velocity at the center of

the detected event.

To determine the fraction of turbulent kinetic energy imparted to the flow by

the coherent motion, the following equation can be used.

E, _ 1/1N" (v@))2c(t) (36)E - 11IN Ev(v(~

This quantity can also be determined when spectral factorization is used to analyze

large scale motion. The fraction will then be the ratio of the apparent normal stress

in the flow due to large scale motion, over the total apparent normal stress. It

should be noted, that both methods described above determines Ec/E only at one

spatial point in the flowfield.

VII. RESULTS AND DISCUSSION:

Factorization of the Axial Velocity: The application of the decomposition

method will be illustrated here using velocity data obtained at the cross sectional

axial location of one step height downstream of the dump plane.

The results for the spectral behavior of the axial and radial velocities at the

axial position z* = 1 are shown in Figure 10. This is a three dimensional representa-

tion which shows the spectral behavior of the velocity as a function of radial position

ranging from the centerline of the combustion chamber to the outer wall. The high

magnitude of the velocity fluctuations at low frequencies (1-30 Hz) is clearly visible

in the vicinity of the of the centerline. This is characteristic of the central recircula-

tion zone found in this region of swirling flows. Although not shown in this figure,

the spectra in the radial zone 0 < r° < 0.25, drops sharply at higher frequencies.

The spectral behavior of the velocity in the neighborhood of 0.25 < r* < 0.75 is

quite different. A valley void of spikes characterized by spectral broadening of ve-

locity fluctuations is found in this region. In the region of 0.75 < r* < 1.5, velocity
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Figure 10. Spectr of velocity fluctuations at the axial location of one step
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disturbances exhibit spectral spikes which can be attributed to shed vortices gen-

erated in the shear layer. Although originating in the shear layer, these vortices

influence the flowfield in the wall region including the peripheral recirculation zone.

The only major difference between the radial and axial velocity spectra occurs near

the wall in the neighborhood of r* = 1.5. Due to the large amplitude of the axial

velocity component relative to the radial component, it maintains spectral spikes

in the vicinity of the wall. In contrary, the radial component due to low amplitude

and geometrical constraints cannot maintain such spikes in this region.

The separation of the large scale structure from the background turbulence is

presented in Figures 11 through 17. Spectral factorization is demonstrated using

the axial velocity component v,, at the position z" = 1, r" = 1.3. A short seg-

ment of the velocity data, 0.5 seconds in duration, prior to the filtering process is

shown in Figure 11. Figure 12 presents the cumulative frequency spectrum of the

velocity which is composed of twenty segments. The presence of large scale motion

at this point in the velocity field is manifested by high magnitude spectral spikes

at frequencies in the neighborhood of 5.8, 21.5, and 37.1 Hz. The decomposition

of the velocity segment, v.*, into background turbulent fluctuations, v., and large

scale structures, i, is shown in Figure 13 and Figure 14 respectively. After decom-

position of the twenty velocity segments into background turbulence and large scale

structures the cumulative spectrum of the decomposed motions was obtained (i.e.

G,,(x,f) and G,(x,f) respectively). The spectral decomposition results are de-

picted in Figure 15 for the background turbulence and Figure 16 for the large scale

motion. Computations of the apparent normal stresses which result from the axial

velocity fluctuations at this location show that about 75% of the apparent stresses

can be attributed to v'(x, t). The remaining 25% of the apparent normal stresses

are due to large scale motion. The normal stresses (v"1, v12 , and j2) were computed

in the usual manner from the corresponding time histories shown in Figures 11, 13,
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Figure 13. Background turbulence in the axial velocity fluctuations at the

Position ze = 1, r=1.3.
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Figure 14. Large scale structures in the axial velocity fluctuations at the*

position z* = 1, r* 1.3.
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Figure 15. Spectra of background turbulence in the axial velocity fluctua-

tions at the position z* = 1, r* = 1.3.
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Figure 16. Spectra of coherent turbulence in the axial velocity fluctuations

at the position z" = 1, re = 1.3.
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and 14. Naturally, these results are for only one point in the velocity field. Due to

spatial evolution of large scale structures their magnitude will vary throughout the

flowfield and may even diminish as they proceed away from the dump plane.

A check of the validity of the spectral factorization process is given in Figure 17.

In this figure the fractions of Figures 13 and 14 (v,, and i.) have been recombined,

and the PSD taken of the resulting signal. Note that the spectrum of Figure 17

is nearly identical to PSD of the original data in Figure 12. These results indicate

that the decomposition performed on the data was accurate.

Factorization of the Radial Velocity: To demonstrate the decomposition tech-

nique on the radial velocity component, the velocity signal at the point z'=l,

ro=0.95 was chosen. Due to the confines of the wall, the spectral behavior of the

radial component at :'=l, r'=1.3 (the point at which the axial velocity was an-

alyzed), contains little activity. At the point, z'=l, r'=0.95 the radial velocity

exhibits much spectral activity. Also, the axial velocity at this point contains much

activity, and by decomposing both components it will be possible to estimate the

contribution of the large scale structures to the Reynolds shear stress.

The separation of the large scale structure from the background turbulence for

the radial component Vr*, is presented in Figures 18 through 20. Figure 19 presents

the cumulative frequency spectrum of the velocity which again, is composed of

twenty segments. The presence of large scale motion at this point in the velocity

field is evident by the presence of spikes in the low frequency range (7.5, 11.2, and

12.8 Hz). After decomposition of the twenty velocity segments into background

turbulence and large scale structures the cumulative spectrum of the decomposed

motions was obtained (i.e. G,(xf) and Go(xf) respectively). The spectral de-

composition results are depicted in Figure 19 for the background turbulence and

Figure 20 for the large scale motion. Computations of the apparent normal stresses
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Figure 18. Spectra of the radial velocity fluctuations at the position z = 1,

re = 0.95.
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Figure 19. Spectra of background turbulence in the radial velocity fluctua-

tions at the position z* = 1, r* = 0.95.
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Figure 20. Spectra of coherent turbulence in the radial velocity fluctuations

at the position z* = 1, r* = 0.95.
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which result from the radial velocity fluctuations at this location show that about

86% of the apparent stresses can be attributed to v'(x, t). The remaining 14% of

the apparent normal stresses are due to large scale motion.

Figures 21 through 23 illustrate an analysis performed on the axial component

at zx=l, r'=0.95, identical to the one described above. Here, i. was found re-

sponsible for 28% of the apparent normal stress at this point. The results for the

decomposition of the axial and radial components can be combined to estimate the

Reynolds shear stress.

Calculation of Apparent Shear Stresses: During the analysis described above,

four arrays were constructed and stored in separate data file%. These arrays con-

tained the signals (derived from the original data at the flow posiion x*=1, r*=0.95),

i., i,., v., and v'. Along with the original velocity data, the juantities stored in

these arrays, were used to calculate the contribution of large scale structures, and

background turbulence to the apparent local shear stress. Usinga reference of the

inlet tube centerline velocity V,,/(19.2 m/sec), the normalized siear stress due to

the axial and radial velocity fluctuations can be calculated as Vzr'"/Vej. They

were found to equal 0.054 at this position in the flowfield. The corresponding shear

stress due to large scale motion are calculated as -r/V.t aad found to be 0.015

or 29% of the total. The shear stress from the incoherent turbulence (-/V l)

accounts for the remaining 71% of the shear stress at this point.

Aolication of Conditional Sampfing Methods: Five different signals com-

monly used as sampling signals for conditional sampling are illustrated in Figure

24. These signals were derived from the original velocity data at the point z - 1,

re = 1.3. Each signal is normalized by dividing i with the RMS value for the entire

signal. A short segment of the signal (500 ptv), is shown. This corresponds to a
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period of 0.5 seconds, which is large enough to encompass the time scale of the tur-

bulent events of interest. As will be shown in this section, the conditional sampling

techniques identify regions of turbulent activity with time scales of roughly 15 to

35 ms. The signals v.*, v,., and v. "2 can be used with the u - Level technique.

The v.'v," is used with the u-v Quadrant method, and the vat v.* is used with

the VITA technique.

Figure 25 illustrates the dependence of the number of single point detections

on the threshold value L. The total number of points in the velocity signal used

was 13673. Note, that with the VITA and u-Level methods, a low threshold value

will result in nearly the entire data file being detected. However, with the Quadrant

method, as described in Chapter VI, detection also depends on the sign of the v.*,

and v,." signals. Therefore, with the second quadrant specified ( v." neg., Vr" pos.)

one cannot expect the number of detections to be as large as as with the other two

methods. Figure 25 may be used as a guide to determine an approximate threshold

value to use for each method.

In Figure 26, a velocity segment (Vz" component) which has several regions of

abnormally high turbulent activity present, is shown. As illustrated in the accom-

panying detection functions, each conditional sampling technique detected three

turbulent events within the segment. Note, that each method identified identical

events in the signal.

As described in Chapter 6, the u-Level and Quadrant methods look for the

vZO, signal, or v.'v." product to be greater than some fixed value (an RMS value

multiplied by a threshold) for detection. The VITA method is not so simple. The

detection process using the VITA method is illustrated in Figure 27. For the same

velocity segment that was used in the analysis of Figure 26, the variance of the signal

(Eq. 29) is calculated. In this analysis, a period (-r) of 30 points, corresponding

to 30 ms was used. The variance signal is then compared to the RMS value of the
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Figure 24. Sampling signals used for u-Level, Quadranit, and VITA tech-

niques (a segment of 500 data points is shown, normalized with

RMS values).
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Figure 26. Velocity component v.*, and detection functions for the VITA,

u-Level, and u-v Quadrant methods (a short segment of each

signal is shown only, the ordinate scale is arbitrary).
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velocity, multiplied by the threshold value. In this analysis, L ,t. was set equal to

1.2. The detection function c(t) is then calculated. By observing the var(t) signal in

Figure 27, one can see that it remains relatively flat during regions of low turbulent

activity, while rising sharply for periods of strong turbulent activity. This property

of the var(t) signal, accounts for the fact that many researchers feel that the VITA

method is best for detecting turbulence generating events. The ot er techniques

studied here, may detect single points which may not be a part of a turbulence

generating event of appreciable duration.

A problem associated with VITA is that in order to detect the events of interest,

it is necessary to know the approximate time scale of the event in advance. The

VITA method is known to detect events with time scales on the same order as

the period used to calculate var(t) [20]. Figure 28 illustrates the dependence of the

variance signal var(t) on the period r. The u.* signal which is shown at the top part

of Figure 27, has one region of relatively high turbulent activity at approximately

t=4.10 sec. When a period of r=10 is specified, the variance signal that is calculated

has many peaks, and does not singularly detect the event under consideration. As r

is increased to 20, 25, or 30, var(t) develops a well defined "hump", and the event at

t=4.10 is singularly detected. If the period is further increased var(t) is "flattened

out", and almost no evidence of the event is present when r is set equal to 55. As

the event in question is roughly 20-30 ms in duration, this is a prime example of

VITA detecting turbulence activity having a time scale on the order of r.

The next step in the process of conditional sampling is the determination of

reference times for detected events. It is necessary to do this in order to ensem-

ble average the events and to calculate statistical information on the time elapse

between events. The problems that arise when determining reference times are

depicted in Figure 26. As can be seen from the u-Level detection function, there

can be multiple detections of the same event. This phenomena can also occur with
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VITA and the Quadrant method and is termed "drop out". However, due to the

averaging process on which the VITA method is based, fewer dropouts are recorded

with VITA.

The method that is employed here for determining reference times is as follows.

The detection function (generated with any of the three methods) is analyzed, and

th.e points where the greatest number of consecutive detections have occurred are

determined to be events. The center point of these events is then recorded as the

reference time for the event, providing no other detections have occurred within a

specified period. If several events are determined to lie within the chosen period,

the event with the greatest number of consecutive detections is referenced.

An ensemble average of events detected with the three conditional sampling

techniques is presented in Figure 29. For the ensemble average with the VITA

method an L,it. of 1.2 and r of 25ms were used. These values enabled the reference

of 114 events which were used to calculate the ensemble average shown. For the

u-Level method, an LU of 2.0 referenced 229 events which have been averaged and

presented in Figure 29. The u-v Quadrant method, an LQ of 2.0 referenced 208

events in the first quadrant, for which the ensemble average is shown. The results

shown in Figure 29 are similar to those presented by [39], in which turbulent events

were ensemble averaged in a boundary layer. In particular, [39] also found that

the quadrant method detected structures that produced averages similar to these

calculated here. The apparent reason for this is discussed in [391.

By using the relationship of Equation 36, the contribution of the coherent

structures detected by conditional sampling can be determined. Using the VITA

method(T=25ms, Li.= 1.40), the following was found. Events detected that occur

10.8% of the time are responsible for 20.0% of the turbulent energy of the flow. Using

the u-level technique (Lu=2.69), it was found that events detected that occur 10.8%

of the time are responsible for 18.8% of the turbulent energy of the flow. With the
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Quadrant method (LQ=3.70, Quadrant I), it was found that events detected that

occur 10.8% of the time are responsible for 16.8% of the turbulent energy of the flow.

These results strengthen the conclusions of researchers using conditional sampling,

that the VITA technique best detects turbulence generating events.

The relationship between the number of events calculated, and the time elapse

between events is given in Figure 30. The VITA method was used to generate

this information. For the case presented with Lit.=l.4, and r=25ms, the average

time between events was determined to be 222ms. It is interesting to note that the

majority of events are separated by time intervals much less than this value, i.e. in

the range of 0-100ms. The distribution here is not Gaussian, as might be expected.

In an effort to determine the relationship of the coherent motion detected by

conditional sampling techniques, to the large scale motion detected with spectral

techniques presented in sections 6-1 through 6-3, the following analysis was per-

formed. The ensemble average of events detected by VITA (r =25ms, Lita=l.4)

dculated. This average was then subtracted from all the detected events in

an effort to "remove" the coherent motion, and a new velocity signal was created.

The PSD function of this velocity signal was then calculated and compared to that

of the original signal. This result is not presented here, however, because, while

10.8% of the original signal was altered, there was no appreciable difference in the

resulting PSD from that of the original signal. While there were subtle differences,

they occurred at frequencies higher than 50 Hz. In most cases, these frequencies

of the coherent motion found by conditional sampling are larger than the "spikes"

found by spectral analysis. This conclusion was further strengthened when another

test similar to the one just described was performed. In this test the detected events

were replaced by zeros, and while it was clear that it would have a significant effect

on the PSD estimate, analysis was continued based on the following hypothesis. If

the coherent motion detected by conditional sampling was not the same as large
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scale motion which was found with spectral analysis, the spikes in the resulting

PSD estimate should not be significantly altered compared to those in the original

signal. The differences in the PSD estimates were in fact found to be insignificant.

Therefore, it is conclueed that the large scale structures found by spectral analysis

are different from the coherent motion obtained by conditional sampling. An impli-

cation of this result is that the coherent motion detected with conditional sampling

is responsible for up to 9%, of the turbulent energy of the flow, on top of the 20-30%

due to the large scale motion.

VIII. CONCLUSIONS AND RECOMMENDATIONS:

This study uses spectral decomposition and conditional sampling methods for

the analysis of flow disturbances in a swirling flow through an axisymmetric dump

combustor. A practical method is presented for the estimation of the apparent

stre ses which are composed of large scale organized structures and background

turbulence. In this particular flowfield it was found that large scale structures

play an undeniable role. In fact, it was determined that large scale motion can

contribute up to 25% to the apparent normal stresses in the streamwise direction,

14% to the apparent normal stresses in the radial direction, and 29% to the ap-

parent shear stresses. While these values are true for one spatial station, these

results demonstrate why customary turbulence computational models fall to pre-

dict faithfully such a cnmplex flow. Furthermore, the capability of the technique to

decompose velocity disturbances in the time domain can shed light on the evolutien

of turbulence generating mechanisms in developing flows, if simultanious spatial

measurements were available.

Conditional sampling techniques were used to identify coherent motion (using

the same flow data analyzed with spectral techniques) using time domain analysis.

Of the methods used, u-Level, u-v Quadrant, and VITA, it was found that the VITA
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method detected events having the greatest level of turbulence activity. With the

VITA method it was found that coherent motion occurring 10.8% of the time is

responsible for 20.0% of the turbulent kinetic energy in the flowfield.

A comparison of the spectral factorization and conditional sampling results,

indicate that conditional sampling detects structures that are distinctly different

from the structures found by spectral factorization. This implies that the contribu-

tion of each structure identified to the turbulent kinetic energy of the flow may be

additive, and can be as high as 38% of the total turbulent kinetic energy, although,

further analysis is required to verify such an assumption. Namely, conditional sam-

pling should be applied to the velocity data after spectral factorizationand and the

findings compared to the results obtained here.

Furthermore, in an attempt to predict the behavior of the flow as complicated

as the one studied here an advanced numerical modeling technique must be used. In

particular, the technique must take into account the large scale and coherent motion

of the flow. A modeling technique such as Large Eddy Simulation is known to

provide encouraging results. It is further recommended that the analysis performed

here should be completed for a more detailed set of flow data. For example, results

should be compared for flows having a variety of swirlers, and Reynolds numbers.

Contrasts should also be made between isothermal and reacting flowfields.
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IX. LIST OF SYMBOLS:

E - Kinetic energy

E, - Kinetic energy due to large scale motion

F - Body force

f - Frequency

G - One sided power spectral density function

H - Step height of the dump

k - Specific heat ratio

L - Threshold value

M - Mach number

N - Number of velocity measurements at one point in the flowfield

P - Pressure

Rg - Universal gas constant

RA - Radius of swirler hub

- Radius of inlet channel

r - Radial coordinate

re = r/R. - Dimensionless radial coordinate

S - Swirl number

SR - Sampling rate

T - Temperature

t - Time

V- normalized axial velocity

V - Velocity vector

V - Average velocity

V' - Incoherent velocity fluctuations 0

i - Large scale structures
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var - variance defined in VITA method

W s , W2 - Filter functions

x - Spatial coordinate vector

" = zIR - Dimensionless axial coordinate

x - Axial coordinate

Y+ - Normalized distance from wall

e - Dissipation rate

p - Absolute viscosity

v - Kinematic viscosity

p - Fluid density

a - Standard deviation

o2- Variance

r - Period for time averaging

0 - Tangential coordinate

Subscripts:

Q - Quadrant method

- Radial direction

rms - Root mean square

u - u-level method

wits - Variable Interval Time Averaging

- Axial direction

* - Tangential direction
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XI. APPENDIX:

Description of FORTRAN Programs:

Forward: The following text is a documentation on the FORTRAN programs that

were used to complete the analysis of this study. All programs were written in

VAX FORTRAN and are compatible with VAX VMS mainframe systems. This

section is intended to help users of the analysis systems presented herein, obtain

meaningful results. This section does nO, however, provide the user with technical

information on the analysis techniques. For this information, the user is referred

to the chapters of this report, references in the Bibliography, or the FORTRAN

programs themselves. The programs used in this analysis system were all, except

for several subroutines created by Duane Daddis, and Barry Lieber.

Initial Data Conditioning: An ascii file containing up to 60,000 turbulent signal

measurements is required as raw input. The file should be organized as follows.

The first line should be an integer number of the data points listed in the file. For

example, if there are 30,000 points in the file, the first line of the file should be the

integer 30,000. The second and remaining lines should contain the data. Each line

of data should contain 4 quantities in the following order; measurement time, axial

velocity, radial velocity, and tangential velocity.

The program LDV performs the initial data analysis necessary to condition the

data so that subsequent advanced data analysis may be performed. This program

creates a new data file from the original data thaU is equally spaced in time (i.e.

the time between each data point is a constant). This program also removes the

inaccurate data from the record. To initiate this program type at the vms S prompt,

RUN LDV. The program will first ask for the name of the raw data file that is to be

equally spaced in time. Type in this file name. Since only two velocity components
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are usually recorded in ',e files, the program reads the last quantity in each line of

the data file (the tangential velocity component), but performs no analysis on it.

LDV then performs the removal of the bad points from the data. The user

must specify the number of standa.d deviations from the mean, that he considers

the limit for good data. A typical input here is 3 to 5 standard deviations.

Next, LDV performs the equal spacing of the data. The average sampling rate

of the raw data file is output to the screen and the user is prompted to choose an

equally spacing method. The choices are:

TYPE 1 FOR LINEAR INTERPOLATION

TYPE 2 FOR SAMPLE AND HOLD

TYPE 3 FOR SLOTTED WINDOW

A detailed discussion of each method listed above is given in Chapter III of this

report. The user is then prompted to input the desired equally spaced sampling

rate (SR) for the recreated data file. If choice 1 or 2 is selected above, the sampling

rate should be no more than 1/2 the average SR of the raw data file. If choice 3 is

selected, the SR should be roughly 1/10 of this value. The user is then prompted

to insert a file name for the equally spaced data file.

Spectral Factorization: The first step in the Spectral factorization process is

the est;-i.-iuL1 of the power spectrum of the data. The program that performs

this function is SPAN.FOR. To execute this program, at the VMS $ prompt type

RUN SPAN. SPAN then prumpts the user to input the file name of the equally

spaced data file (that was created with LDV). The user must then input the number

of points per block (for ensemble averaging) to be used in the power spectrum

estimates. The maximum number is 1024 points, but can be any integer power of

2, less than or equal to 1024. The authors suggest the use of 1024 points, unless the

total number of points in the data file is less than 12,000. It should be noted here,
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that in order to proceed with the factorization process the choice of 1024 points is

mandatory. The next step is the input of the autoregressive (AR) order. The range

suggested is any integer value from 1/16 to 1/2 the number of points per block that

was chosen above. For example, with a block size of 1024, a model order of 80-100

yields a good AR spectrum estimate.

The program then requires the selection of the axial or radial component to be

analyzed. This is a very important step, because from here on, the analysis will be

performed on this component. The user must take note of his choice here, as with

this, and all other segments of this analysis package, good bookkeeping is necessary

for success, and confidence in final results.

Both the Fast Fourier Transform (FFT), and AR spectral estimates are then

performed on the data. The FFT data is stored in the file FFTPSP.DAT, and the

AR data is stored in ARPSPC.DAT. A file ARORD.DAT is also created listing the

AR model order for each of the blocks analyzed. The first two files mentioned above

will have the following format. The first line contains the number of data points

in the file. This value will always be 1/2 the number of points per block chosen

above, minus 1. The following lines contain the "x,y" data pairs. At this point, the

spectral estimation is completed. The next step in the factorization process is the

generation of a filter. For this step and all further calculations, the FFT spectral

estimate is used. The AR model is provided as a means to check the FFT results

only.

As a first step in generating the filter, the program CURVE.FOR is used.

To execute this program type at the $ prompt RUN CURVE. The user is then

prompted to input the name of the FFT data file to process. The user should be

reminded that this and all following programs require that the block size chosen in

SPAN.FOR be 1024. After the appropriate FFT file name has been entered, the

user is asked to choose the source of the filter data necessary to create the filter.
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The program requires several representative data points from the FFT file to create

a filter which is in essence a function which follows the general trend of the FFT

generated function without the "spikes" due to the large scale motion. An optimum

filter should have no slope at the lower frequencies, then bend sharply and follow

the PSD curve with a relatively constant slope. This filte: Inction is generated

with a cubic spline routine. The options for the input filter data are:

ENTER 1 TO SPECIFY FILE FOR FILTER DATA

ENTER 2 TO CALCULATE FILTER DATA

If a 1 is entered here, the user is prompted to enter a file name of a file where filter

data is stored. This option should only be chose if the user has previously created or

modified a file that he is trying to evaluate in this filter generation process. When

the user chooses option 2, filter data is automatically calculated from the FFT file.

The data calculated is then stored in the file FILT2.DAT. It is recommended by

the authors that this be the choice selected only when generating a filter for a FFT

data file that has not been previously analyzed. While the filter data generated

in this method may not create the optimum filter, it is a good starting place.

The automatically generated filter data may then be modified by editing the file

FILT2.DAT. The user may then iterate on the CURVE program entering choice 1

to the above option, and use the newly edited filter data file. Note, that after the

automatically generated data file (FILT2.DAT) has been edited, the user should

rename this fie in order to use it in CURVE as an existing file. This iteration

process does not take too long, after the user has become familiar vith the process.

The automatically generated file FILT2.DAT is usually good enough to continue

with the factorization process.

There are two files generated by CURVE.FOR other than the filter data file

described above. The file PLOTFIL.DAT is created which contains the x and y data

points of the filter function. This file, along with the PSD function should be plotted
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simultaneously on the same axis to evaluate the filter. The file that is generated to

be used as input for the next step in the process is named CURVDAT.DAT.

The next step in the generation of the filter is the weighing of the data generated
in CURVE.FOR and the selection of the bandwidth for the filter. The former

operation is necessary to invert the data in the PSD, falling below the function

generated in CURVE. The program that provides this utility is WEIGHT.FOR. To

execute this program type at the VMS $ prompt RUN WEIGHT. The program

first requires information to be input regarding the filter bandwidth. The large scale

motion that is to be filtered out of the data is only present in low frequencies of

the PSD. Therefore, an upper and lower bound for the filtering frequencies must be

specified. These limits must be selected to insure that the filter is not too large, and

extends past the frequencies of the large scale motion, or too small and does not

encompass all frequencies containing the structures. The lower band limit or start

band should be entered first. The limits must be entered as data point numbers,

and not frequencies. As a general rule, the bottom limit is most always the data

point corresponding to the lowest frequency, or 1. Next, the value for the stop

0 band is requested. To determine this value, the user needs to look at the PSD and

determine the data point where the Spikes diminish, and the background turbulence

prevails. Typical values for this limit are 40-50. The output of WEIGHT.FOR is

0 the final version of the filter function named FILTER.FOR.

The program that performs the spectral factorization is named SPLIT2.FOR.

This program requires as input, the original equally spaced data file created by LDV,

and the filter file FILTER.DAT created by WEIGHT. To execute this program type

RUN SLPIT2. The program SPLIT2 first prompts the user to input the number

of blocks he wishes to analyze. The program is set up to accommodate a maximum

of 20 blocks. However, the user may determine the maximum number of blocks that

he has available by dividing the number of points in the equally spaced data file
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by 1024. If after this quantity has been entered SPLIT2 is terminated, a possible

reason is +hat the filter generated by WEIGHT is bad. The user can easily check

this by editing the file FILTER.DAT. If the file has any points that fall outside of

the range 0-1, SPLIT2 will not accept FILTER.DAT. If this occurs, the user shor'ld

start from the program CURVE and generate a more compatible filter.

If no problems arise when the number of blocks is specified, as is most often

the case, SPLIT2 offers the user the following option.

TYPE 1 TO VIEW FACTORIZATION IN THE TIME DO-

MAIN

TYPE 0 NOT TO VIEW DATA

If the user chooses 1, he is asked the number of the data block to view. As the

process of constructing the filter is an extremely iterative process, and at tim a

trial and error process, it is onvenient to have an on-line graphics package available.

The authors used the graphics subroutine library D13000 to create the subroutine

DI3SUB.FOR for this purpose. Such an option is a "timesaver" in the factorization

process. The viewing options available here are:

ENTER 1 TO VIEW ORIGINAL DATA

ENTER 2 TO VIEW COHERENT DATA

ENTER 3 TO VIEW FILTERED DATA

ENTER 4 TO RECONSTRUCTED DATA

ENTER 5 TO CONTINUE

If 1 is entered, the user can view the segment of the original data corresponding

to the block number chosen. To exit the graphics mode, and return control to

SPLIT2, the user should simply hit return. The data displayed here is also stored

in a file DATA.DAT if the user can not view the data online (the D13000 package is

unavailable to him), or he wishes to produce a hard copy of the plot at a later time.

Option 2 will display the plot of coherent motion, and store the data in the file
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TURB.DAT. Option 3 will display the plot of background turbulence, and store the

data in the file CLTD.DAT. Option 4 will display the plot of reconstructed data,

and store the data in the file DATN.DAT. Option 5 will allow the continuation of

0- the factorization process in the spectral domain.

10 After the data in all blocks has been processed, the user has the option of view-

ing the factorization in the frequency domain. The following options are available:

ENTER 1 TO VIEW ORIGINAL PSD

ENTER 2 TO VIEW COHERENT PSD

ENTER 3 TO VIEW FILTERED PSD

ENTER 4 TO RECONSTRUCTED PSD

0 ENTER 5 TO QUIT

If 1 is entered, the user can view the PSD of the original data for the entire data

record. The data displayed here is also stored in a fie FFDT.DAT. It should be

noted here, that the resolution of this PSD is only 1/2 that of the PSD generated

by SPAN (i.e. the file produced here has only 255 data points compared to 511 in

the file produced by SPAN). Option 2 will display the plot of the coherent motion

PSD, and store the data in the file FFCL.DAT. Option 3 will display the plot of

background turbulence PSD, and store the data in the file FFTR.DAT. Option 4

will display the plot of reconstructed PSD, and store the data in the file FFDN.DAT.

Option 5 will terminate the SPLIT2 program.

This concludes the factorization process. If the factorization is not complete,

the user has several options for improving it. First, if the coherent motion in

the filtered PSD has not been completely removed, the user may return to the

program WEIGHT and alter the bandwidth. Improvements may also be made by

altering the filter. If the filter produced with the filter data file looks good, but

still the factorization is incomplete, the user may edit the file FILTER.DAT created

by WEIGHT and manually alter it. This process involves changing the point in
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FILTER.DAT corresponding to the point in the filtered PSD that has not been

removed or "flattened" out. It may be impossible, however to totally filter out all

of the coherent motion from the velocity data.

Conditional Samling": The program that provides the conditional sampling of

turbulence data is CS.FOR. This program requires as input, the equally spaced

data file created with the program LDV. To execute this program type RUN CS.

The user is first prompted to input the name of the equally spaced data created by

LDV. After this file is specified, CS will take several moments to read in the data.

The following menu will then appear:

CHOOSE BURST DETECTION TECHNIQUE

ENTER 1 FOR U-LEVEL TECHNIQUE

ENTER 2 FOR U-V QUADRANT METHOD

ENTER 3 FOR VITA METHOD

ENTER 4 TO QUIT

The conditional sampling techniques available above have all been described in

Chapter VI of the accompanying report.

Methods 1,2, and 3 are all set up in similar formats in this program. Therefore

the process will be shown in detail for method 1, and only the significant differences

will be described for the remaining two methods. If option 1 is selected from the

above menu, the following list will appear.

ENTER 0 TO SPECIFY SPECIAL DETECTION CONDI-

TIONS

ENTER 1 TO CHOOSE THRESHOLD VALUE (TV)

ENTER 2 TO DETERMINE DETECTION DEPENDENCE

ON TV

ENTER 3 TO RETURN TO PREVIOUS MENU
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ENTER 4 TO QUIT

If option 0 is chosen, with the u-Level method, the user has the following options

available. He can specify that the technique will only detect events with positive

values (i.e. the velocity fluctuations must be larger than the mean to be detected),

or negative values (i.e. the velocity fluctuations must be smaller than the mean to

be detected). If neither of these conditions is specified, the method will ignore the

sign of the event, and look only at the events magnitude.

If the user selects 1, CS then prompts for the threshold value to be entered.

The selection of option 2 in the above menu will enable CS to calculate and display

the dependence of the number of detections on the threshold value (as with the

* spectral factorization described previously, the conditional sampling methods also

have an on-line graphics routine available). This option is only useful if the user

is looking for a "ball park" threshold value to enter. Items 3 and 4 on the above

menu are self explanatory.

After choice 1 of the above menu has been selected, and the threshold value

entered, the following menu will appear.

0 TYPE 1 FOR PERIOD INFORMATION

TYPE 2 TO SPECIFY ENSEMBLE AVERAGING PERIOD

TYPE 3 TO VIEW DETECTION FUNCTION AND SAM-

PLING SIGNAL

TYPE 4 TO GO TO MAIN MENU

If option 1 is selected, a plot of the number of events detected with a given period

verses the detected events period, will be displayed. This plot is a good source for

determining the period of the events that the user wishes to detect. If option 2 is

selected from the above menu, the user is then prompted to enter the event period

to be used for ensemble averaging. When this value is entered, the program will

proceed to determine reference times for all events detected. The ensemble average
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of all referenced events will then be calculated. The user is then given the option

of viewing this average on the screen or storing the data in a file for later viewing.
S

Option 3 will enable the user to view a short segment of the sampling signal, and

the detection function generated (200 points). This is a very useful option, as it

shows the user what type of events are being detected. The option is given for the

user to choose any segment of the entire velocity data file to view. The user may

then iterate on the threshold value and select this option to insure that the desired

events are being detected.

The u-v Quadrant method is set up with the same format as described above for

the U-Level technique. "herefore, it will not be described in detail here. It should

be noted however, that the special detection conditions that may be imposed on

the method are different from the u-Level technique. The default condition for

detection is that it is required that the axial velocity component be positive, and

radial component be negative (quadrant II). It is possible for the user to change this

criterion to quadrant 1,111, or IV detection. Also, it should be noted that although

it is the product of the axial and radial velocity that makes up the sampling signal,

it is only the axial velocity that is used in the ensemble averaging process.

The VITA method, or selection 3 of the main menu is also set up with the

same format. However, due to differences between this method and the two previ-

ously described methods, there are some significant differences in operation. First,

there is no option to specify special detection conditions with this method. While

some researchers have implemented various additional conditions for detection, the

authors have not had the opportunity to throughly explore them. Secordly, this

method requires the input of the event period prior to the detection process. This

requirement makes it necessary for the user to have an idea of the events period,

before actually detecting events. In this case it is conveniant to run either the U-

Level or u-v Quadrant method to get a "feel" for the events one desires to detect.
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Finally, when the user is given the option of simultaneously viewing the sampling

signal and the detection function, he has two choices. Option 2 will plot the vari-

ance of the axial velocity as the sampling signal, which is in fact the actual sampling

signal. However, this does not allow the user to view the axial velocity, and hence

the detected events. Option 4 allows the simultaneous viewing of the velocity and

detection function.
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Jet Fuel Additive Efficiency with a Surrogate JP-8 Fuel

William D. Schulz

0

ABSTRACT

A 12 component surrogate JP-8 fuel was developed and used in

thermal oxidation studies with a modified thermal

precipitation test apparatus. The apparatus features a fused

quartz capillary tube for controlled feed of air or gas

mixture. It is operated at atmospheric pressure and is

inexpensive, convenient and completely inert. The surrogate

JP-8, stressed in the test apparatus provides a means to

study the effects of thermal stress on different classes of

fuel component compounds simultaneously. The surrogate and

method are particularly suited to comparative studies of

antioxidant and other additive efficiencies.

A method of quantitative analysis of gum precursors (as

carboxyl and alcohol) by F.T.I.R. analysis was developed for

rapid determiuation of the tendency of a fuel to oxidize or

for the efficiency of additives at preventing oxidation

Insoluble gums were analyzed by GC-MS and characterized as to

major components. The nature of gum was found to be

dependent on the nature of the fuel and gums were found to

consist more of adsorbed fuel components than of oxidized

species. Solids were analyzed by pyrolysis-GC-MS with

results that infer that they are quite similar in composition 0

to the gums.
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I. INTRODUCTION

0

Fuel stability to storage and thermal oxidation and

subsequent gum and solids deposits has probably been of

concern since the invention of internal combustion

engines. The importance of fuel stability, particularly

thermal stability, has increased greatly with the

increasing need to use the fuel as a heat exchange fluid

in modern aircraft. Literature reviews (1-2) contains

hundreds of references, yet Reddy (4) in a February 1989

paper states: "Although considerable effort has been

devoted to understanding and solving the fuel degradation

problems, knowledge of the detailed chemistry is lacking."

Reddy also cites a considerable amount of work for which

results "are unclear and at times contradictory."

Aircraft malfunction caused by fuel oxidation includes

effects ranging from synthetic seal and O-ring failure

caused by hydroperoxides (5) to clogged injection nozzles

and fouled heat exchanger surfaces (4) due to surface

deposits of gum and particulates. The fuel deterioration 0

problem is v~ry complex. Although hydroperoxide formation

is certainly the first step of the oxidation process,

different mechanistic steps can become more important to

product formation at different temperatures. As

temperatures increase pyrolytic reactions begin to

contribute to deterioration and finally predominate at

about 5000C.(S) In addition, the physical mechanisms of

deposition or solid formation from insoluble species
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dispersed in fuel can vary and can probably be rate

determining in some cases. The composition of the fuel

is, of course, the determining stability factor, and it is

also important for solvent properties in gum and

particulate formation from oxidized species. The

complexity of jet fuels and of the degradation mechanisms,

the nature of deposition process and the large number of

degradation products implicated in deposit formation

combine to make thermal oxidation and fuel deposition

studies difficult. Specification tests for jet fuels,

such as the JFTOT test and the thermal precipitation test

(appendix B, MIL-T-38219) produce subjective measures of

fuel subjective measures of fuel stability but do not

provide reproducible, rapid, inexpensive or readily

quantifiable methods for kinetic or mechanistic chemical

studies of fuel degradation. Even the definitions of

"gums" and "particulates", as well as methods of

measurement of these quantities, are varied in different

investigations. For this reason, we are concerned with

methods of development to provide unambiguous chemical

understanding of thermal oxidation of fuels in reasonable

times. The chemistry of alkane (paraffin) oxidation is

fairly well defined(s) as is that of less stable species

such as cycloalkanes and tetralins.(7 ) If oxygen is

present, even pure aliphatic compounds will oxidize to

form insoluble species at temperatures as low as 1000C.

The implication of this is, that regardless of fuel
quality, thermal oxidative stability in air over the
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100OC-4000C range can only be improved by use of

antioxidants, surface deactivators,

anticoagulants and other additives.

In order to test the effectiveness of fuel additives,

it is necessary to use a standardized thermal stress test

and uniform fuel samples. We have developed a simple,

inexpensive flask test (Figure 1) for thermal oxidation

and a 12 component surrogate JP-8 fuel (Table 1 and 2) in

previous work.($) The flask test is very similar in

principle to the British flask test(s) for thermal

oxidation and seems well suited to both the study of

thermal oxidation and to the development of methods of

analysis of thermal oxidation. For fuel or additive

evaluation, a simple and rapid method of the tendency of a

sample to form gums is very desirable. The actual

gravimetric determination of insoluble material needs to

be standardized and improved but it is, by nature, slow

and imprecise. Instrumental analysis of gum precursor

species, alcohols, aldehydes, ketones and carboxylic

0
acids, should be simple, faster and more precise methods

of evaluation. If a non-specific, rapid analysis such as

UV-Visible or Infrared spectroscopy can be correlated to

gum formation it would be of immense value for the

development of fuels stable to elevated temperatures.

Our research interests in high resolution gas
0

chromatography-mass spectrometry of pyrolysis products,

fuels, air particulates and previous experience with fuel
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surrogates contributed to my assignment in this program

and collaboration with WRDC/POSF.

II. Objectives:

There are a number of interwoven objectives involved

in this research effort: First there is the continuation

of the development of the flask test as a rapid, reliable

and inexpensive method of fuel or fuel additive

evaluation. Another objective is the development of a

precise and rapid instrumental analysis of fuel deposit

precursors. The chemical composition of germs and

deposits is basic to any analytical method and the

characterization of precursors. Gums and deposits is

therefore an important objective of this research. The

nature of the oxidized precurson species and the

components of deposits formed by model and real fuels is

basic to understanding the deposition process and an

important research objective. In the case of real fuels

and additives a method for determination of additives in

the fuel is important. Additives will usually be found in

ppm levels and fuel components interfere with any direct

additive analysis. For this reason, the isolation and

analysis of additives from fuel is another research

objective.

III. Analysis of extent of oxidation of fuels.

a. Filtration.

Oxidation products are frequently measured by ASTM D-2274.
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This test involves filtration of solids and classification

of solid as "gums" or "residues" depending upon solubility

in specified solvents. We thought to increase the sp-ed

and reliability of this test by the use of state-of-the-

art filtration. "Anotopt " 25 plus" filter cartridges,

25mM, 0.2mM inorganic membrane, with a glass fiber

prefilter gave good results in preliminary tests and blank

tests. When we attempted to filter and weigh real

oxidation products, results were at first encouraging, but

extensive experimentation showed that we could not achieve

reliable constant weights for the filters plus fuel

residues when drying with a stream of warm nitrogen.

Since this was the only drying method usable with plastic

cartridge type filters we abandoned the method. It is

extremely difficult to remove adsorbed fuel from deposits

for gravimetric analysis. Even when extensively extracted

and dried, in vacuum, at elevated temperatures, deposits

prove to contain mostly fuel components. Slight changes

in isolation procedures can give significantly different

results from the same samples. A standard method and

standard definition of soluble gums, insolub] - gums and

solids nee A to be defined and utilized for investigation

of this type. At the time of this report, this seems to

have been accompli hed by Steve Anderson at WRDC/POSF.

b. GC-MS Analysis of Oxidation Products.
0

We obtained sufficient concentration and isolation of

oxidation products from fuels by the use of silica gel
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solid phase extraction cartridges (Supelco, Inc.,

Bellefonte, Pa.) to get gas chromatographic separation,

and mass spectrometric identification of the products.

The products identified included a very wide range of

alcohols, aldehydes and ketones, as well as a small

concentration of alkenes and some non-volitile compounds.

The identification of these products is fundamental to the

study of gum and residue formation from fuels and vital in

the explanation of solid formation but it is so specific

and so much information is amassed that it is not easy to

compare rates of oxidations of different fuels and this is

not a rapid method to determine oxidation rates on a

routine basis.

Figure 2 shows the results of one study of oxidation

products. The oxidized species are not detectable in the

chromatogram of the stressed fuel but are identifiable by

mass spectroscopy after isolation and concentration by

solid phase extraction. SPE has proven to have a

disadvantage of low recovery for some oxidation products.

An alternative method of isolation and concentration is

methanol extraction of a stressed fuel, followed by

cyclohexane back extraction. Both methods show promise

but need more careful validation by use with spiked

synthetic reference samples. The same techniques have

been found applicable to the analysis of additives in

fuels.
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c. Fourier Transform Infrared Spectroscopy of Oxidation

Products

Although most stu' *es of jet fuel oxidation are aimed at

solid products, the formation of the solids generally

requires relatively long time periods. It is our feeling

that the tendency of a fuel to form solid products can be

determined from the formation of precursor oxidation

products, such as alcohols and aldehydes, in a fairly

short time. Fourier transform infrared (FTIR) analysis

provides a means of determining the amount of such

products formed from the integration of absorbances caused

by 0 - H and C = 0 stretching. The integration gives a

quantitative measure of compound group (alcohol, carbonyl)

rather than specific compounds such as GC-MS. F.T.I.R. is

also amenable to automatable programmed analysis of

reaction with accessories such as attenuated total

reflectance (ATR) flow cells or in situ ATR probes coupled

to the spectrophotometer by fiber optics.

The results of preliminary experiments with FTIR,

using fixed path length cells were very encouraging. Our

initial experiments were based on comparison of oxidation

products at hour or more intervals and we observed

dramatic increase in the 0 - H absorbance at first and the

decrease in the 0 - H absorbance and an increase in the C

0 0 absorbance. Continuation of these experiments with a
0

Mattson 4020 Galaxy instrument and Mattson "Advanced

First" soft ware with "PLS Quant" has given results for
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spiked samples shown in Table 3.

These results are very acceptable and repetitions of

the experiment produce small standard deviation.

FTIR analysis of thermally stressed surrogate JP-8

samples produce the results shown in Table 4. These

results seem intuitively quite valid and acceptable. In

future work, an attempt should be made to correlate

precursor concentrations with actual deposits for some

varied real and synthetic fuels.

IV. Characterization of Precursors and Deposits:

Characterization of gums, deposits, solids and other

products of thermal oxidation by those involved in the

WRDC/POSF research efforts has been simplified by a

standardized set of definitions for these substances: The

definitions are: Soluble gums oxidation products soluble

in fuel or hexane; insoluble gums - oxidation products

insoluble in fuel/hexane but soluble in acetone; solids -

insoluble in acetone. These definitions should promote

mutual understanding.

The acetone soluble fraction of stressed fuels

typically contains alkenes, aldehydes, ketones and

alcohols. Carboxylic acid may be present and are

sometimes detected but higher molecular weight acid are

not volatile enough for gas chromatography. Efforts to

derivatize and chromatograph with BF3/methanol in several

samples have not given positive results in spite of good
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results from fuels spiked with

authentic carboxylic acids. Pyrolysis-GC-MS does show CO2

that one would normally attribute to acid decarboxylation,

but could be from other sources. The carboxylic acid

content of insolubles is another area that needs

investigation.

Figure 2 is an example of the oxidation products found in

stressed surrogate JP-8. The products can be related to

their source in simple mixtures such as the surrogate. It

can be seen that oxidation products related to attack at

benzylic hydrogens (of alkyl-benzenes, tetralin or

methylnapthalene predominate. Pyrolysis-GC-MS of solids

(Figure 3) from the same stressed fuel samples support the

predominately aromatic nature of the residues.

Another approach to the identification of residue

components is trapping of oxidation products more volatile

than the fuel as they are formed. Pure hexadecane was

stressed at 2004C in a flask test apparatus fitted with a

Dean-Staerk trap. Aqueous and organic phases accumulated

in the trap. both phases contained essentially the same

compounds in expected distribution ratios. The organic

phase yielded 34 major peaks of which thirty compounds

could be positively identified by their mass spectra.

Alkanes, alcohols, aldehydes, ketones and carboxylic acids

as well as a single alkyltetrahydrofuron are represented.

Each alkane from C. to Cig is represented. (Lower alkanes

and other highly volatile compounds were not separated
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under the chromatographic conditions used.) The major

peaks in the chromatogram are 8, 9, 10, 11, 12 and 16

carbon normal alkanes. Cs, C& and Ci normal alcohols and

isomeric alcohols are present. Pentenal, hexanal and

octanal, as well as isomeric ketones from hexanones to

nonanones.

The conclusions from these studies are:

(1) the majority of insoluble gum is fuel components,

not oxidized species. (2) Most of a gum is acetone

soluble. (3) Alcohol, aldehyde and ketones

condense to form gums. (4) The role of carboxylic

acids in gum formation is not clear. (5) Soluble

oxidation products are not much different than

insoluble gum. (6) Particulates seem to be

relatively single condensation products, and (7)

Particulates, once formed, will "coke" quickly.

V. Recommendations:

I. The flask test should be standardized for oxygen

flow, time and temperature and applied to additive

screening using standard fuels.

2. Fourier Transform Infrared Spectroscopy (FTIR) should

be used for quantitative analysis of gum precursors

to determine the relative effectiveness of metal

deactiviation and antioxidant additives. Attenuated

total reflectance (ATR) should be evaluated against

transmission F.T.I.R. spectroscopy. A.T.R. should

obviate problems with dispersions or particulates in
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fuel samples and is adaptable to automation.

3. Characterization studies of gums and solids by all

methods should be continued. These should be

directed at the deposits from varied but well

characterized fuels and synthetic blends of simple

composition as well as pure compounds. Molecular

weight distribution should be carefully determined

and individual component identification by gas

chromatography-mass spectrometry should be continued.
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Table 1: SURROGATE JP-8 CC.'OSITION

Peak# Ret.Time* COMPOUND Wt.% D(g/cc) bp.(C)

1 9.07 isooctane 5.0 .690 98

2 10.27 methylcyclohaxon 5.0 .770 101

3 15.98 m-xylene 5.0 .868 138
4 18.40 cyclooctane 5.0 .834 151(740)
5 21.71 decane 15.0 .730 174
6 23.38 butylbenzene 5.0 .860 183
7 25.58 1,2,4,5-tetramethylbenzene 5.0 .830 197
8 27.06 tetralin 5.0 .973 207
9 28.74 dodecane 20.0 .749 215

10 31.87 1-methylnapthalene 5.0 1.001 240
11 34.74 tetradecane 15.0 .763 252
12 40.01 hexadecane 10.0 .773 287

*WSFUEL M GC Conditions

Table II: COMPARISON OF SURROGATE AND AUTHENTIC JP-8 FUELS

JP-8
SURROGATE WPAFB

TEST JP-8 TANK S-15

D1319 Aromatics, Vol % 22.0 22.0
D1319 O]efins, Vol % 0.0 2.7
D2887 Distillation Initial Boiling Pt. Deg C 92 124
D2887 Distillation 10% recovered, Deg C 135 160
D2887 Distillation 20% recovered, Deg C 169 173
D2887 Distillation 50% recovered, Deg C 205 212
D2887 Distillation 90% recovered, Deg C 255 259
D2887 Distillation End Point, Deg C 286 296
D1298 Density, kg/I 0.800 O.R11
D93 Flash Point, Deg C 26 59
D2386 Freezing Point, D,-g C -14 -54
D445 Viscosity * -20 Deg C, cs 3.9 3.9
D3338 Net. heat of Combustion, MJ/kg 43.1 43.1
D3343 Hydrogen Content, Wt % 13.7 13.6
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coolant at 0OC

Mass flow cflt1Oller Thermometer -

1 fus~osilicaFroidinch condenser

Thermometer

100 ml RD8. FLa&Kc 70 mi Fuel

Heater

(oil bath for multiple samples .mantle for speciei purposes)
High purity oxygen

*Deactvated fused silica oxygen teo reaches bottom of fuel in R.S. flaskc

SchematiC diagram modified flask test for thermal oxidation of fuels

Figure 1
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ABSTRACT

Measurements have been made of the droplet size and velocity distributions

in a hollow cone spray from a pressure atomizer using a phase/Doppler particle

analyzer. The maximum entropy principle is used to predict these distributions. The

constraints imposed in this model involve conservation of mass, momentum and

energy. Estimates of the source terms associated with these constraints are made

based on physical reasoning. Agreement between the measurements and the

predictions is very good.

1. INTRODUCTION

Sprays play an important role in many engineering applications; for example, in

combustion of liquid fuels, agricultural applications, painting, direct injection

condensers, cooling, etc. In all of these applications droplet size and velocity

distributions are important parameters in addition to the spray cone angle and droplet

penetration. Until recently the main interest of researchers has been on the droplet

size distribution. This was primarily due to the fact that it was nearly impossible to

measure droplet velocity distributions. It was often assumed that the droplets leave

the spray with a uniform velocity, equal to the sheet velocity at breakup (for pressure

atomizers). However, with the advent of the phase/Doppler particle analyzer (PDPA),

it is possible to measure both the local droplet size and velocity distributions. The

PDPA is a single point, scattering technique, making a measurement of each droplet

as it passes through a small probe volume. Results are reported at an isolated point

(or several points) in the spray. For example, Bhatia and Durst (1989) made

measurements along the centerline of a spray at various axial locations, and compared

* Present address: Mechanical Engineering Dept, University of Waterloo
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their results with various models. In this paper, we will report measurements across a

selected plane in the spray and compare these results with predictions obtained using
the maximum entropy principle.

The concept of information entropy was developed by Claude Shannon

(Shannon, 1948), and Jaynes (1957) who later extended this concept into the now
well-known method of maximum entropy formalism. This formalism can be applied to

problems which involve probability, i.e., where insufficient information is available to
obtain exact solutions. Tribus (1961) used the principle of this formalism in

thermodynamics and showed that the concepts of heat and temperature in
thermodynamics could be defined through the formalism of maximum entropy. We
were originally influenced by Haken's book on synergetics (1978) which establishes
links between dynamical systems theory and statistical theory with information theory
as its basis. This maximum entropy formalism allows one to determine the probability

distribution functions for complex systems in physics, chemistry, biology, as well as in
many other disciplines by measuring relatively few average (macroscopic) quantities.
In the present paper, we will confine our attention to its application to liquid sprays in

order to predict the droplet size and velocity distributions in sprays. Since the
application to this kind of problems has been adequately discussed by several
researchers - Kelly (1976), Sellens and Brzustowski (1985, 1986) and Li and Tankin

(1987, 1988, 1989), it will not be necessary to develop the background materials once

again.

The primary purpose of this paper is to compare the theoretical predictions

based on maximum entropy principle of Li and Tankin (1987, 1988, 1989) concerning
droplet size and velocity distributions with experimental results. In the process of
making these comparisons, estimates will be made of the source terms that appear in

the equations. To accurately compare theory and experiment it is necessary to account

for drag effects on the droplet velocity distributions.

2. EXPERIMENT

The test article in these experiments was a hollow cone spray nozzle

manufactured by Delavan (WDA-2 with a 600 spray angle). The spray of distilled
water issues into a quiescent, saturated air environment at 295K. The flow rate is 2.39
x 10-6 m3/s (2.2 gallons/hr) at a pressure drop across the nozzle of 1.3MPa (190 psig).

72-3



The water exiting the nozzle forms a liquid sheet, hollow cone in shape, which breaks

up into ligaments which form droplets. It is desirable to measure the spray as close
as possible to the sheet break up region. Measurements beyond this will be

influenced by local gas aerodynamics and complicate the comparison with prediction.

Photographs of the spray (Figure 1) indicate that sheet break up occurs at

approximately 7.5mm from the nozzle face. At 10mm the droplets have formed. Based

on the photographs, the measurement plane was set at 10mm from the nozzle

discharge plane, 2.5mm past the sheet break up.

Droplets are sized with an Aerometrics, Inc two-color, four-beam PDPA. This

instrument measures the radius of curvature of droplets passing through the probe
volume. A complete discussion of the theory of operation can be found in Bachalo and

Houser (1984); a discussion of the operational constraints in practical er..-ironments

can be found in Jackson (1990).The instrument is configured like a standard laser

Doppler anemometer with each beam pair measuring one component of the droplet
velocity. At each measurement station 10,000 droplets are measured. Collection times

for this many samples are of the order of seconds. Sample sizes as large as 20,000

were acquired before determining that 10,000 samples are sufficient to yield stable

mean and RMS velocity statistics. The nominal probe volume size is 0.002 mm 3.

Comparison between experiment and prediction demands that the measured
values of droplet size and velocity near sheet break up be representative of the

behavior of the entire spray. Several constraints inherent in the PDPA must be

addressed. First, measured droplets must be spherical. This requires that the

measurement station be sufficiently far from the sheet break up region so that droplets

are not oscillating. Second, the PDPA has a dead time of 16 microseconds associated

with each measured droplet. Another droplet entering the probe volume during this

dead time will not be measured and may prevent the measurement of the first droplet. 0

Thus, in dense spray regions, typical of the sheet break up area, all droplets may not

be counted. If the rejection is completely random (not based on a particular droplet

size or velocity class) the measurements are still suitable for this purpose. Third, the

cross sectional area of the optical probe volume is small compared to the cross

sectional area around the sheet break up. Data collected by the P A must be
extrapolated to the entire spray area at the measurement plane located l.,Am from the

nozzle.
0
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The first two considerations influence the percentage of valid signals versus
the total attempts. That is, the PDPA attempts to process all Doppler signals. It

performs checks on the quality of each signal and rejects those which exceed certain
limits. In these experiments valid signals range from 25 to 70% of the signals

collected. Thus, to collect 10,000 valid signals at a challenging location in the spray it

was necessary to make as many as 40,000 attempts. The third consideration is one of

spray symmetry and of specifying the probe volume cross section. For the symmetry

evaluation two orthogonal, full diameter traverses were made. The axis of the spray
was horizontal for all measurements. A horizontal traverse through the spray yielded

measurements of droplet size and its axial and azimuthal velocities; a vertical

traverse yielded measurements of droplet size and its axial and radial velocities.

Measurements were made at 0.5mm intervals .Figure 2 depicts the axial and radial
velocity along with their root mean square (rms) values, and the Sauter mean

diameter (SMD) measurements from the vertical traverse. The axial and azimuthal

velocity along with their root mean square values (rms) and Sauter mean diameter

(SMD) profiles from the horizontal traverse are illustrated in Figure 3. The two axial

velocity profiles and the two SMD profiles are replotted in Figure 4 for comparison.

The velocity and droplet size profiles along two orthogonal traverses through the

spray are nearly identical, indicating the spray has good symmetry about its axis.

Thus, size and velocity distributions, obtained from the point measurements, can be

integrated over the ring area associated with each measurement point to yield a total

spray measurement.

After initial spray symmetry checks, data were collected to evaluate the

predictions. One detailed radial profile was taken at the 10mm location where

measurements were made at 22 radial points from the spray center to its edge. Ten

thousand valid samples were taken at each location. A joint size-axial velocity

distribution function is constructed from the individual point measurements, weighing

each measurement by their time of collection and the ratio of their optical probe area to
the ring area represented at that location. This experimentally determined joint

distribution function can be compared to that predicted by the maximum entropy
analysis. Droplet size is normalized by the mass mean diameter, D30, determined

from measurements to be 25.3 microns. Droplet velocity is normalized by the

computed axial velocity of the sheet at the nozzle exit, Uo. This value is determined

from the measured flow rate of the nozzle and the size of the air core at the nozzle exit
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plane. This latter value is determined from the spray cone angle, photographically

determined to be 580, and the discharge coefficient of the atomizer (E. Giffen and A.

Muraszew, 1953). The computed axial velocity of the sheet is 30m/sec; its tangential

velocity is 23.5 m/sec. As an aside, using this tangential velocity at tl : nozzle exit

and assuming a free vortex flow one can compute the tangential velocity as a function

of radius. Cimparison between this result and measurements is shown in Figure 5. It

is noted that the measured values have been shifted 0.5mm horizontally due to error in

exactly locating the nozzle center. There is also a slight shift vertically to yield a

symmetric profile to compare with the calculated curve.

0
THEORY

Since all the detailed formulation and derivation have been published (Li and Tankin,

1988), we will not reiterate them but just give the final pertinent equations. The

constraints imposed on liquid atomization processes are conservation of mass,

momentum and total energy - the sum of kinetic energy and surface energy. In addition

there is the requirement that the sum of the joint probabilities be unity. Thus,

Mass: f f f D3 dU dD = 1+Sm (1)

Momentum: f f f D' U dU dD = I +Sin (2)

Energy: f f f ( D' U 2+ BD 2 ) dU dD = I +Se (3)

Normalization :f f fdUdD= 1 (4) "

where Sm, Smv and Se are the nondimensional mass, momentum and energy source terms:

f is the joint droplet size and velocity distribution function, which maximizes the

Shannon's entropy subject to the above constraints (1) - (4). Thus, f can be derived to

have the following form:

-2 153 -3 -3-2 5
f=3D exp{ - -aliD3 - a2 5 U- a3( E + BI2) (5)

0
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where

D
D30

is the dimensionless droplet diameter,

_UO

is the dimensionless droplet velocity,
B=12

and

are Lagrangian multipliers.

fIUo2 D30
we (5a)

We is the Weber number representing, within a constant factor, the ratio of the total

droplet energy available (i.e., the liquid kinetic energy at nozzle exit to the droplet surface

energy). P1 is the liquid density, and a is the surface tension. Eq.(5) shows that for any

particular droplet size, the velocity distribution is Gaussian-like. However, the droplet

velocity in a spray (at the breakup region) can not be negative; thus, the resulting velocity

distribution is a truncated Gaussian distribution. The mean and variance of the droplet

velocity distribution depend on the droplet size. Eq.(5) can be integrated over velocity

space from minimum to maximum velocity to yield the number-based droplet size

distribution

~1

dN/dD = D (2 2(fxm) -2 (aI_2 -D3
2 a )Z erf(Xmax) - erf(xmin)) exp{ -a0 - a3BD 2 (al3-j)D 3

(6)

where

a2 -3 1/2
xmax =(max + 2a3 )(a3D )

Xmin= - a2 3)1/2Xmin (Umin + --2-3)(a31D )
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and erf(x) represents the error function and N is the normalized droplet numbers. Eq.(6)

shows that the number distribution vanishes as the droplet diameter D equals zero - just
as the experimental evidence and physical reasoning require.

It is necessary to estimate the following quantities: Sm, Smv, Se. Values of Uo
and D30 are determined from the experiment. It is important to restate that the control

volume (shown schematically in Figure 6) extends from the nozzle exit to the breakup
region. This is an important point because this control volume differs from that of Sellens

and Brzustowski's (1985,1986) which extends from the tip of the sheet breakup region to

the droplet region.

The spray is isothermal and issues into a saturated air environment. Therefore, the
mass source term, Sm, is assumed to be zero. The momentum source term, Smv, is

estimated as follows. The spray discharges into a quiescent air environment, creating a

drag on the spray sheet. To estimate this drag, the hollow cone liquid sheet is unfolded

into a triangular shape (Figure 7) having an altitude of 7.5mm and a base equal to 26 mm

(which is 2ntr). Using laminar boundary layer flow (Reynolds number based on 7.5mm is
well below the critical Reynolds number of 5x10 5 ) past a flat plate yields Cf=0.02 on one

surface (outside) of the triangular sheet. Since the air flow inside the hollow cone consists

of vortical structures (see Lee, S.Y. and Tankin, R.S. 1984, Figure 3), the drag of this air
flow on the liquid sheet is neglected. Using the computed value for Cf, yields a value for

Smv of - 0.017. The energy source term,Se, consists of kinetic and surface energy

components. The surface energy is a function of the surface area, which increases

between the nozzle exit and the drop formation zone located just beyond the tip of the
sheet breakup. On the other hand, the kinetic energy component of Se decreases between
nozzle exit and breakup. Thus, Se is estimated to be zero. Admittedly, the estimates for

Smv and Se are very crude but their accuracy is not a critical aspect of this paper, they

serve as a reasonable first estimate. Knowing D30 and Uo from the experiments, the

Weber number (Equation 5a) is determined to be 311. It should be noted that the Weber

number is not the usual one associated with sprays. It is based on the fluid (water)

density not the gas (air) density. When comparisons are made between experiments and
theory, it may be necessary to adjust the values of Smv and Se; the only two adjustable

constants in the theory.
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COMPARISONS BETWEEN THEORY AND EXPERIMENTS

The predicted and measured joint size-velocity probability distributions are

illustrated in the three dimensional plots of Figure 8. The predicted results are shown in

Figure 8a and the experimental results in Figure 8b. The corresponding iso-probability

contours are presented in Figure 9a and 9b. Clearly the predicted joint probability

distribution is symmetric about U/U o =1 in contrast to the experimentally determined

distribution. By summing the values of the probability function, f, over all velocities for

each drop size, the size distribution function of the spray is generated. Figure 10 shows

the predicted and measured values. Agreement between prediction and experiment is

very good. The predicted and measured droplet size-velocity correlations for the spray,

Figure 11, are not in agreement, however. The discrepancy lies in the separation between

the sheet break up location (7.5mm) where the predictions are valid and the measurement

location (10mm). Over this 2.5mm separation it is necessary to account for the drag of the

quiescent ambient air on the droplets. The drag correlations are tabulated in Table 1. Since

the maximum Reynolds number is less than 260, only the following correlations were

used:

Range Correlation

Re<0.01 Cd = 3/16 + 24/Re

0.01 < Re < 20 Cd = 24/Re [1 + 0.1315Re 0 .8 2 -0.05 log Re)]

20 < Re < 260 Cd = 24/Re [I + 0.1935 Re0.6305]

The 2.5mm region between the sheet breakup region and the measuring plane is

divided into 100 equal intervals - 0.025mm. The drag correlations are used to compute

the new velocity distributions - using particle mechanics. It is assumed the droplets

leave the sheet region with the joint PDF predicted in Figure 8a and move into

quiescent air. After accounting for the drag on the droplets, the resultant three

dimensional joint probability plot and its associated iso-probability contours seen in

Figure 12 are similar to the measured values of Figures 8b and 9b. The predicted size

distribution function shown in Figure 10 doesn't change due to drag effects. However,

the mean velocity changes significantly as a function of droplet diameter. This is seen

in Figure 13 where predicted values are compared with measured values. The

agreement is reasonably good. Also shown is the effect that the distance between the
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breakup plane and the measuring plane has on the mean velocity values. A difference

in only 1 mm has a meaningful effect. Referring to Figure 1, it is difficult to be more

precise than about 1mm in determining the position of the breakup region. At different

diameters, one can plot the probability distribution function for velocity and compare

the results between theory and experiment. This was done in Figure 14 for

D/D 30 =0.5,1.0,1.5, and 2.0. Again the agreement is reasonable.

DISCUSSION

The computed joint probability distribution function is dependent on the

following: We, §m' Sy, and Se. There is little doubt that one can better match the

theory with the experiments if one selects values for these non dimensional

quantities without physically justifying their magnitude. Figure 15 indicates the

sensitivity of dN/dD on Weber number. With a decrease in Weber number, the peak

of this curve increases and moves to smaller D/D30 values - thus agreement with

experimental data improves if one assumes We=250. On the other hand, one can

decrease the peak of the computed dN/dDh by increasing the energy source term (ge)

or decreasing the momentum source term (Smv); these are shown in Figures 16 and

17 respectively. It would be desirable if the trends of the curves in Figures 15, 16,

and 17 could be verified using data of other researchers. For example, the affect of

the Weber number on dN/dD as seen in Figure 15; that is dN/dlD shifts to smaller

values of D/D30 with decrease in Weber number ((plUo 2 D30)/G). Jones (1982)

used high speed photographic techniques to investigate the mean droplet size, and

obtained the following expression for D30:

D30 = 2.47 eo. 2 5ml 0 . 16 m10 .3 15 API-0 .47 m a -0.0 4 p10 .2 2 (geometric parameters for

swirl atomizers) .............. (7)

According to Equation 7, D30 increases with an increase in a . One way to

decrease the Weber number is to increase a - holding P1 and Uo constant. This may

be an explanation of why the size distribution curves in Figure 15 shift to smaller

D/D30 values with decrease in Weber number by increasing a. However this

explanation is conjecture because the affect of a on D is not known.

Our goal was to estimate, however crudely, the magnitude of these source

terms (and We) based on the physical aspects of the problem under consideration.
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Then to compare the theoretical results with the experiments and make adjustments,

if necessary, in the source terms. The predicted results agree reasonably well with the
experiments using the estimated source terms.

One inconsistency in this study should be noted. The metered mass flow of
water through the nozzle is an order of magnitude greater than the mass flow

computed from the optical measurements using the following:

Pi &V addatlio n ring area )(D30, (i = 1,20) (8)

6- 1 time Lprobe are-ai

There are two possible sources of error responsible for this discrepancy: (1) Defining

the optical probe measurement cross section, and (2) High rates of data rejection.

The effective cross sectional area of the optical measurements must be

carefully defined. Measurements are taken at discrete points in the spray field and the

optical probe areas are of the order of 10.2 square millimeters. The entire spray,

however, covers an area of order 102 square millimeters at the axial measurement

position of this experiment. Extrapolation of the measured flux at the discrete

measurement stations to the total nozzle mass flux is a major step, relying heavily

upon the probe area definition. The nature of the probe area is such that it changes

with particle size, photodetector voltage, and the optical thickness of the spray.

Data are rejected from the PDPA measurement for a multitude of reasons. In a

complex spray several of the rejected criteria are most prevalent; such as, (1) Drops

to be measured may be beyond the range of the instrument settings - out of the 35:1

sizing range or outside the frequency filter band. (2) The droplet trajectory may take it

through one beam pair, but not the other; resulting in a violation of the 2-color

system's minimum requirement for a simultaneous measurement on two channels. (3)

More than one droplet may be in the probe volume at a given time. At locations where

the rejection rates were high, there are indications that the errors were predominately

in the first two categ.ories above. As indicated in Figure 18, the central region of the

spray produced the lowest ratio of validations to attempts (acceptance ratio). This is

not surprising since in this hollow cone spray, the central region is dominated by an

intense recirculation zone. In such an environment the droplet trajectories are not well

behaved and droplet velocities vary widely. Such behavior leads to the types of errors

noted. Plotted in Figure 18 is Equation 8 normalized ("Normalized Cumulative Flow

Rate"). While these large rejection levels can be a problem, Figure 18 reveals that
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they are confined to the central region of the spray where little of the spray mass is

concentrated (<10%).

The mismatch in metered and optically measured mass flux is disturbing but

not unusual and not indicative of any serious problem with the measurements.

Extrapolation of the local flux data via the ratio of optical probe area to spray area

represents a significant source of potential error. Also, the high rates of data rejection

at certain areas in the spray may contribute to the flux mismatch. This latter issue

would be a problem in the analysis presented in this paper if the rejections were not
randomly distributed across all size classes. However this is not likely to be the case

because a large amount of the errors are associated with coincidence errors - typically

a function of local droplet trajectories. Futhermore, the high rejection rates are
confined to the central spray region (radial position between 0 and 2mm) which

contains the least amount of mass.

Three other runs (two from the horizontal traverse and another from a vertical

traverse) resulted in similar data as those presented in this paper. Sensor (1990) also
had large discrepancy between similarly measured flow rates - particularly near the

breakup region - in the dense portion of the spray. Also shown in Figure 18 is a

normalized plot of p4vdipaions4 ring area (DO) ( "Normalized Flow Rate per

6 time probe areai

Ring Area"). The maximum -f, this curve occurs near the extension of the sheet region

(which is at a radius of 5.6mm); as expected.

In the formulation presented in this paper, one starts at one local equilibrium

state (the nozzle exit) and ends at another local equilibrium state (where the droplets

,.re formed) using the maximum entropy principle. From a statistical point of view, we

.re intere ,,ed in determining the second local equilibrium states (PDF) for a given

initial state. The details of how one goes from one local equilibrium state to another is

not important, except in a gross manner - through physically motivated source terms

(mass, momentum, and energy). One need not be involved in the details of the sheet

instability, the breakup process, the formation of ligaments, and their final breakup into

droplets. In fact, these are just a way or means of converting part of kinetic energy (at

the nozzle exit) into surface energy (when droplets are formed). The detailed physical
processes of the transition plays no role in the maximum entropy approach. How one
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proceeds from one local equilibrium state to another is linked through the physical
conservation laws - conservation of mass, momentum and energy.

CONCLUSIONS
Experiments were performed on a pressure atomizing nozzle which operated at

its normal operating conditions. The drop sizes and velocities were measured.
Predicted values for velocity and size distributions were obtained using maximum

entropy principle. The size distribution agrees reasonably well with the measured
values, but the velocity predictions did not. By accounting for the drag on the droplets

between the breakup region (where predictions were made) and the measuring plane
yield results that agreed with experiments. It should be noted that the droplet size for
the measured and predicted distribution deviates significantly from a Gaussian
distribution. Physically justified source terms were used in the predictions. Using the
maximum entropy principle to obtain the joint PDF as formulated in this paper can
serve as the initial input to a computer program that computes the droplet trajectories
in a complicated air flow situation.
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FIGURES - CAPTIONS

Figure 1. Photographs of the spray taken at designated axial distances from the
nozzle exit. 0

Figure 2a. Plot of the axial mean velocity L .id RMS values as a function of radial
position obtained from a vertical traverse. 0

Figure 2b. Plot 'the mean radial velocity and RMS values as a function of radial
position obtained from a vertical traverse.

Figure 2c. Plot of the Sauter mean diameter as a function of radial position obtained
from a vertical traverse.

Figure 3a. Plot of the axial mean velocity and RMS values as a function of radial
position obtained from a horizontal traverse.

Figure 3b.Plot of the mean tangential velocity and RMS values as a function of radial
position obtained from a horizontal traverse.

Fil are 3c. Plot of the Sauter mean diameter as a function of radial position obtained
from a horizontal traverse.

Figure 4a. Comparison between the axial velocity components obtained from
horizontal and vertical traverses.

Figure 4b. Plot comparing the Sauter mean diameters obtained by vertical and
horizontal traverses.

Figure 5. Plot comparing the measured and computed (free vortex) tangential
velocities.

Figure 6. Schematic drawing showing the control volume used in the predicted
model.

Figure 7. Drawing showing the model used to estimate the momentum source, Smv.

Figure 8a. Three dimensional plot of the predicted joint probability distribution
function.

Figure 8b. Three dimensional plot of the experimentally determined joint probability
distribution function.

7
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Figure 9a. Iso-contour plot of the predicted joint probability distribution function.

Figure 9b. Iso-contour plot of the experimentally determined joint probability
distribution function.

Figure 10. Plot of experimental and predicted droplet size distribution.

Figure 11. Plot of experimental and predicted mean velocity as a function of droplet
diameter.

Figure 12a. Three dimensional plot of the predicted joint probability distribution
function accounting for drag on the droplets.

Figure 12b. Iso-contour plot of the predicted joint probability distribution function
accounting for drag on the droplets.

Figure 13. Plot of the experimental and predicted mean velocity as a function of
droplet diameter. The predicted values are shown where the distance
between the breakup region and the measuring plane is 1.5mm and 2.5mm.

Figure 14. Plots comparing the experimental and predicted velocity distributions at
selected droplet diameters.

Figure 15. Plots indicating the sensitivity of the Weber number on dN/dD, where
m--O, gmv=- 0.017, and Se= 0.

Figure 16. Plots indicating the sensitivity of Se on dN/dIh, where Sm=O, We=31 1,
andgmv=-O.0l7.

Figure 17. Plots indicating the sensitivity of 9mv on dN/dl5, where Sm--O, We=31 1,
and ge=0.

Figure 18. Plots of acceptance rates, normalized flow rate per ringe area, and
normalized cumulative flow rate as a function of radial position.
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Rant Correlatioa

(A) Re < 0.01 Co = 3,16 - 4,Re
r'CoRe 1 0

(B) 0.01 < Re < .0 Iol'oL 2 lJ- -0.881 0.82w - 005w'

24
i.e, CO  it-JI[ + 0"131511e°* '°s")

(C) 20 <9 Re <5 260 'OloL -O Re -- -0.7 133 -0.6305w

1 24 121: - s
i.e.. Co = 2 (1 + 0.1935 Re*

Re

(D) 260 i5 Re s 1500 log, oC = 1.6435 - 1.1242w + 0.1558w':

(E) 1.5 x 103 : Re 5 1.2 x 10 Iog, oCD = -2.4571 + 2.5558w - 0.9295,42 + 0.1049w

(F) 1.2 x 10' < Re < 4.4 x 10' logo Co = -1.9181 + 0.6370w - 0.0636w1

(Gi 4.4 x I0" < Re : 3.38 x 10' log1oC D = -4.3390 + 1.5809w - 0.1546w'

(HI 3.38 x 103 < Re - 4 x 10' Co =.9.78 - 5.3w

(1) 4 x 10' < Re s 10' Co = 0.1w - 0.49

( 106 < Re Co=0.19- 8 x 10 Re

Table 1. Recommended drag correlations, where w=loglo Re, taken
from Clift, R., Grace, J.R. and Weber, M.E. (1978).

0
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Figure I. Photographs of the spray taken at designated axial distances from the nozzle
exit.
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Mean Axial Velocity and RMS Values Obtained from Vertical Traverse
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Figure 2. Plot of the axial mnean velocity and RM$ values as a function of radial position

obtained firom a vertical traverse.
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Mean Radial Velocity and RMS Values -Vertical Traverse
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Figure 2b. Plot of the mean radial velocity and RMS values as a function of radial
position obtained from a verical traverse.
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Figure 2c. Plot of the Sauter mean diameter as a function of radial position obtained from
a vertical traverse.
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Mean Axial Velocity and RMS Values Obtained from Horizontal Traverse
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0 Mean Axial Velocity
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Figure 3a. Plot of dfe axial mean velocity and RMS values as a fiunction of radial position
obtained from a horizontal traverse.
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Mean Tangential Velocty and RMS Values
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Figure 3b.Plot of the mean tangential velocity and RMS values as a function of radial
position obtained from a horizontal traverse.
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Figure 3c. Plot of the Sauter mean diameter as a function of radial position obtained from
a horizontal traverse.
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Figure 4a. Comparison between the axial velocity compxonents obtained from horizontal
and vertical traverses.
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* Figure 5~Plot comparing the measured and computed (free vortex) tangential velocities.
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Figure 6 Schematic drawing showing the control volume used in the predicted model.
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Figure 7.Drawing showing the model used to estimate the momentum source, Smv.
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Figure 1o. Plot of experimental and predicted droplet size distribution.
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Figure 11. Plot of experimental and predicted Mean velocity As a function Of dropet
diameter.
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1.0'

0.8-

9mv = -0.017

tO.6 = 0.000

E - downstream 2.5mm
0.4 downstream 1.5mm

.~experimental

0.2
0.0 0.5 1.0 1.5 2.o 2.5

DID3O

Figure 13. Plot of the experimental and predicted mean velocity as a function of dropl
diameter. The predicted values are shown where the distance between the breakup
region and the mecasuring plane is 1.5mmn and 2.5m
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Figure Il Plots comparing the experimental and predicted velocity dist'butions at

selected drplet diameters.
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0 ABS TRACT

When the Prony method is applied to multiple radar

* signals. direct calculation of the freguencies is possible

only up to a modulus. The algorithm described here resolves

this problem and,_for the two signal case. is shown to be

* the only possible resolution of it. This theoretical

resolution allows us complete control noise under certain

circumstances.
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1. Introduction

The Prony receiver or method was designed to estimate

the frequency of a signal. When there are M multiple •

signals, and I Prony receivers with bandwidths F1 , F2 , ...

FI, the problem of resolving the signals' frequencies is

equivalent to resolving the system of congruences below [ 3: 0

x a ali(mod Fi)

x a a2 i (mod Fi) i = i, ... , I

x n aMi(mod Fi) (K)

2. Objectives

We wish to resolve (K) theoretically. And then we wish 0

to use this theoretical resolution to investigate the system

that results when the signals are contaminated by noise.

3. A Relaxation

In [1] it was shown that if the Prony bandwidths are

chosen to be
F1 = AP2P3 ... PI

F2  m AP1P3 ... PI

734
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FI = APlP2 -.. PI-I (Q)

, where the p's are pairwise prime and (g,p) = 1 for each p,

then the frequencies can be determined up to any desired

bandwidth B.

We have since determined that these conditions are over

cautious, and in fact the condition (A,p) = 1 for each p is

unnecessary as we will show below with Theorem 2. But first

we recall an ancient theorem.

Theorem 1. (Generalized Chinese Remainder Theorem)

The system x a cl (mod Fl)

x a c2 (mod F2)

x a cI (mod FI)

is solvable if and only if (Fi.Fj)I (ci - cj) for each i and

If there is a solution. then it is uniaue modulo

rFi.F2. ... ,FI1.

In the Theorem 2 below we will take the F's to be as

defined in (Q) but without the condition (A,p) = 1.

Theorem 2. SuRPOse we have I receivers with unambiguous

bandwidths Fi which distinguish M noise free frequencies.

Then the freguencies can be determined provided I > M.
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Proof. Choose I integers A, Pl, P2, ..., PI which are

pairwise relatively prime, the p's greater than 1, such that 0

AP1P2 -.- P, B, the desired bandwidth.

Write

x a allmod F1  x . 1 2mod F2  ... x alimod FI

x 0 a21mod F1 x a22mod F2  ... x * a2imod F, (D)

x a aMlmod F, x aM2mod F2  ... x . MimodFI 0

where each row represents a true signal.

Since the receivers distinguish the signals, the

constants are distinct up to columns; i.e., aij = akj

implies i + k. We now show a spurious frequency cannot exist

with this choice of F's.

Any spurious frequency is a solution to a spurious

system consisting of one congruence taken from each column.

Since I > M, at least two congruences, say x a aij mod Fj

and x 0 aik mod Fk, j + k, must be taken from the same row

by the Pigeon Hole Principle. Moreover, since the system is

spurious, not each congruence in it lies in the same row i.

Call one such congruence x . aln mod Fn, where i + 1 and j,

k and n are distinct.(For Figure 1 we have assumed without

loss of generality that j < n < k and that i > 1.)

By Theorem 1 (Fj, Fn)I (aij - aln) and

(Fj, Fn)I(aij - fin). So (Fj, Fn)I (aln - ain). Similarly

(Fn,Fk) I (Qln - ain) since k + j + n.

Now since (Fj,Fn)I (aln - ain), we have at once that 0

(API ... PI)/(PjPn)lI (GIn - ain), or

73-6
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PkI {(aln - ain)PjPnPk]/(Pi ... PI}

Similarly,

PjI{[(aIn - ain)PjPnPk]/(AP1 .. PI)}

Since (PjPk) = 1,

PjPkl{((aIn - ain)PjPnPk]/(AP1 PI)}

by Euclid's first theorem.

And so

[( -P.- PI)/Pn] = Fnl (aln - ain) •

Thus Fn laln- ainl. But Ialn - ainI < Fn;

so Ialn - ainI = 0, or aln = ain, contrary to assumption.

Finally we observe that the M true frequencies are

unique up to [Fl, F2 , ... , FI] = AP1P2 -.. Pj B, the

desired bandwidth by [2].

aln

aij ... ain ... aik Figure 1

4. Reasonable Bandwidths

Not only is the condition I > M the best possible for

the F's selected in Lemma 3, there is some evidence that

these are the g reasonable bandwidths which permit the
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frequencies to be determined. This is certainly the case

when M = 2. 6

By the proposition above we know that the inequality

I > M is sharp. Since any I > M will work and we wish to

minimize the number of receivers any choice of I other than B

M + 1 would be unreasonable. Furthermore, it would be

unreasonable to permit some Fi to divide some other Fj where

i + j because if the receiver with bandwidth Fj failed to 0

distinguish two signals then the receiver with bandwidth Fi

would necessarily fail as well; that is, clearly

fl a f2 mod Fj implies fl - f2 mod Fi if FijF j . So we

define a bandwidth design {F1 , F2 , ... , FI} to be

reasonable if I = N + 1, Fi does not divide Fj for i + j and

no spurious system is protected.

Note. And before continuing let us recall that [a, b) =

ab/(a, b)

Theorem 3. In order to determine two noise free signals-any

reasonable design of Pronv receiver bandwidths is given-by

F1 = uR2D3. F2 = ulD3. F3 = MR1R2 where the D's are

Dairwise trime. greater than 1.

Proof. Since M = 2 and our design is reasonable, I = 3 and

so our bandwidths can be written as {F1,F 2,F3}. We first

assume that (F1,F2 ,F3) = 1. We now claim that

[(FlF 2 ),(F2 ,F3)]  F2. Set dl = (Fl, F2 ) and d2 = (F2, F3).
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Then d1IF2 and d2 jF2. So F2 is a common multiple of d, and

d2 . Therefore F2  (d1 , d2 ], as we claimed.

Also by the note above we have

((F1 , F2 ),(F2 ,F3 )] = {(FIF 2 )'(F2 , F3 )}/((FI, F2 ),(F2 , F3))

= {(F1 , F2 )'(F2 , F3 )}/(FI, F2 , F3 ) = (Fl, F2 )'(F2 , F3 ).

So

1 : (Fl, F2 )'(F2 , F3) = ((F1 , F2 ),(F2 , F3)] : F2. (i)

Similarly,

1 : (Fl, F2 )'(F, F3) = ((Fl, F2 ),(F1 , F3)) : F1 (ii)

and 1 5 (F2 , F3)'(FI, F3 ) = [(F2 , F3 ),(FI , F3 )] 5 F3. (iii)

Suppose that the right hand inequality of one of these

three strings is strictly less than. Without loss of

generality suppose

1 : ((F1 , F2 ),(F2 , F3 )) < F2

In this case ((F1 , F2 ),(F2 , F3)) is a candidate for a

nonzero residue modulo F2 .

The number [(Fl, F2 ),(F2 , F3 )] is also nonzero modulo

F1 . If not, then for some integer m

mF1 = ((F1 , F2 ), (F2 , F3)]

= (Fl, F2 )'(F 2 , F3 ) •

Since (F1 , F2 , F3 ) = 1, FII(F 1 , F2 ) . And so

FI1 F2 , a contradiction. Similarly ((F1 , F2 ), (F2 , F3))

is nonzero modulo F3

Set 30 = ((F1 , F2 ),(F2 , F3)) . Let ao and r0 be the

least residues of So modulo F1 and F2 respectively. Both

rows represent systems of congruences which have solutions

by Theorem 1 since, for example,
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So ao mod F1 and B0 a r 0 mod F3 imply

Sa ao mod (F1,F 3 ) and 8 0 a r 0 mod (F1,F 3). And so

a0 a r 0 mod (FlF 3 ). •

And we know the system

F1  F2  F3
CtO 80 r0 -6
00 0

, whose columns have been shown to be distinct, protects a

spurious solution indicated by the bent line since (F1 , F2 )1

-[(Fl, F2 ),(F 2 , F3)) = 0 - BO

and (F2 , F3 )I [(F1 , F2 ),(F2, F3 )] = 80 - 0

So we must conclude that

F1 = (F1 , F2 )'(F1, F3 )

F2 = (F1 , F2 )'(F2 , F3 )

F3 = (F2 , F3 )'(F1 , F3 )

Otherwise, our choice of F's is unreasonable. 6

Set P, = (F2 , F3 ), P2 = (FI, F3 ) and P3 = (Fl, F2 ). As

we have seen above, (Pi, Pj) = 1 for i + j. Note that if P,

= 1, then F2 = (F1 , F2 ); so F2 1F1 and the choice of F's is

unreasonable. Similarly all the p's are greater than 1.

Now let (F1 , F2 , F3) = M. Then (F1 , F2 ', F3 ') = 1

73-10
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where F1' = Fl/g, F2 ' = F2/g and F3 ' = F3/M. It is easy to

show that if {F1 , F2 , F3} is reasonable, then so is

{F1 ', F2 ', F3 '}. And by the above argument F1 '= P2'P3',

F2' = P1'P3' and F3 ' = PI'P2' for some pairwise prime set

{Pl', P2', P3'} where all the p's are greater than one..

Therefore F1 = AP2'P3', F2 = AP1'P3' and F3 = AP1'P2'-m

Observe that since the condition (A,p) = 1 is no longer

necessary, A can always be chosen to be of the form 4q + 1

which will permit our algorithm to complement the one given

in [3].

It is also clear from the proof of Theorem 3 that when

F1 ,F2 , and F3 are specified that A, P1, P2, and P3 are

determined. For we must have A = (F1 , F2 , F3 ), P1 =

(F2/,F 3/), P2 = (F1/,F 3/M) and P3 = (FI/l,F 2/). A

natural question to ask is whether this "decomposition" of

F's for more than two signals is unique as well.

5. Uniqueness of Decomposition

Definition. Let F1 , F2 , ... , FI , I 2 2, be a given set of

Prony bandwidths for I Prony receivers.

Suppose there exist I pairwise prime p's such that

F1 = AP2P3 ... PI

F2 = AP1P3 .. PI (S)

.e0

F, = AP1P2 ... PI-1
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The set of equations (S) is called a decom2osition of

these I bandwidths.

TheoreM 4. A decomposition of a set of I Pronv receivers.

I > 2. is unique. 0

Proof. Suppose not. Then the bandwidths F1 , F2 , ... , FI

have more than one decomposition, say 0

F1 = AP2P3 ... PI F1 = A'q 2q3 ... qI

F2 = AP1P3 ... PI F2 = A'qlq 3 ... qI

FI = APlP2 ... PI-1 F, = 'q1q2 ... qI-1

Let 1 S i,j 5 I, j + k .

Clearly pjFj = PkFk which implies

pj'qlq2 ... qj-lqj+l ... qI = pk'q2.. qk-lqk+l ... qI

or

Pjqk = Pkqj

Since the p's are pairwise prime and PjlPkqj, we know

pjjqj Similarly qjIpj . And so pj= qj for any j, S

1 : j I . And therefore g = M' as well.

73-12
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6. Noise

a. Single Frequency

We shall call any method to determine signals, which

makes use of the Generalized Chinese Remainder Theorem to

control noise, a GCRT method.

GCRT #1: (Pentimento)

As has been mentioned in (1), the only case which, in a

practical situation, still awaits resolution is that in

which q = 1.

So suppose a single signal (M = 1) requiring noise

protection of q = 1 is measured by three receivers (I = 3).

Then we would have the system

x a aT mod F, x a BT mod F2 x a r T mod F3  (L)

where aT, BT and rT are the true residues of the

frequencies. Let aC, BC, rC be the computed values of the

frequencies.

Since q = 1,

aT = aC + El

BT = BC + E2

BT = BC + 63

,where ei, i = 1,2,3, is an element of the set {O, ±1}.

Set
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E1 - 62 - J12

61 - 63 =13

62 - 63 = M23

Then gij, i = 1,2, j = 2,3, is an element of the set 0

{O, ±1, ±2}. By the Generalized Chinese Remainder Theorem

(FI,F 2 ) I (aT - ST) =C - BC + 1'12

(FIF 3 )1 (aT - rT) =c - rc + 913 (V)

(F2 ,F3 ) I (BT - rT) =c - rc + A23

Certainly the probability that ij= ±2 is .4; that is

P(Aij = ±2) = .4

for i = 1,2 and j = 2,3.

If there exists a ij= ±2, say A12 = 2, then we

conclude that since (F1 , F2 ) 1(aT - OT) and q = 1 that aT =

ac + 1 and BT = BC - 1. Since we now know BT, we also have

rT by the third equation of (V). And thus (after

substituting these three true values into (L)) the signal.

So the probability that we can determine the precise

frequency even when noise is present is 5

P(AI2 = ±2) V P(A 1 3 = ±2) V P(A 2 3 = ±2)

= 1 - (1 - .4)3 = .784

For I receivers this probability is clearly

1 - (.6) I

And so for a little better than 95% chance of 0

determining the precise frequency we would require six
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receivers. For a 99% chance nine receivers would be

0 necessary.

Only with this spate of hardware can we truly repent

our crude calculations of aC, BC, and rc ( and hence the

name "pentimento") and then replace them with their true

values to find the signal.

But since nine receivers is impractical we must again

ask ourselves how we can deal with the situation if I = 3

but no Aij = 2.

We now suppose that at least or.-. ±1. For the

purpose of illustration let us assume that A12 = 1, A13 = 0

and A23 = -1. So

(FIF 2 ) IC - SC + 1 (i)

(F2 ,F3 )I BC - FC - 1 (ii)

(FIF 3 ) ac - FC (iii)

Then aT, BT and FT may be imp-ssible to determine using

a GCRT method. Even so we can conclude that the precise

frequency we seek is one of at most two values.

By (i) aT = aC + 1 and BT = 8C

or BT = 8C - 1 and aC = aT and not both.

By (ii) BT = 8C - 1 and FC = FT

or FT = FC + 1 and BT = 8C and not both.

So aT = aC + 1 aT = aC

BT = BC or BT = BC- (N)

FT = FC+ FT = FC

73-15



O

Substituting both sets of values into (L) we conclude

that the frequency is precisely one of at most two values. 0

(Observe that in the context of electronic warfare evasive

action would be indicated if either frequency were hostile.)

But since we have chosen
F1 = AP2P3, F2 = AP1P3 and F3 = APlP2,

we can compute the residues for a receiver with bandwidth

F1' = AP3 simply by dividing aC by F1 '. Similarly we can

compute the residues of the signal for bandwidths

F2 ' = UPl and F3 ' = AP2.

Now we can apply the method used in [2) to compute the 0

frequency up to a given error.

This method is vague. The one we have given above is

ambiguous. The combination of the two may determine the

precise signal even when noise is present.

If this double assault does not succeed, then both the

values computed using (N) are within a catastrophic error of

the "v . value computed in [2]. In this case we defer to

this value computed in [2].

Finally we ask what if no Aij is ±1 or ±2. In this

case clearly

aT = aC  aT = aC + 1 aT = aC -

BT = BC, BT = BC + 1 or BT = BC - 1

rT = rC rT = rc + FT = rc - 1

We conclude that the precise frequency is one of three

distinct values. We compare them as before with this "vague" 0

73-16
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value computed by the method described in [3]. If this still

does not determine the frequency, then we defer to this

"vague" value.

b. Two signals

CGRT #2: (Two 2's)

When a noise protection of q is required, then we must

insist that the condition

2q < laij - akjI < Fj - 2q (A)

be met by the columns of (D) to insure that their entries

are distinct.

I M = 2, I = 3 and q = 1, then we define a path as a

triple (aC, sC, rc) - each entry taken from a column- from

which we may compute a frequency by way of the Generalized

Chinese Remainder Theorem; which is to say, we must have

(Fl, F2 ) I {aC - BC) + 912}

(F2 , F3)I {sc - rc) + A23}

(Fl, F3) I{aC - rc) + A13}

, where Aij, i = 1,2, j = 2,3 , is an element of the set

{O, ±1, ±2}.

We define a 2-path as a path in which some gij = ±2.

For example, if
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aC = aT - 1

Bc = Sr + i (B) 0

rc = rT ,

then (F1 , F2)1 (aT - ST) = {(aC - SC) + 2}, or M12 = 2. 0

And so the triple (aC, sc, rC) is a 2-path.

NOTE: Once again we represent (Fi, Fj)I ai - Bj or 0

ai  Bj mod (Fi,Fj) by a straight line from ai to Bj.

It is clear that only one frequency can be computed 0

from a 2-path. For example, if

+1

ac. .~ rc.

-1 .

ac - 1 n (BC + 1) mod(F1 ,F2 ), then since

ac + 1 a (Sc - 1) mod(FiF 2 ) by (B), we have 0

5 < (F1,F2) 14, a contradiction.

It is also easy to see that is, in a 2x3 system both

frequencies can be precisely determined whenever two 2 paths

are discovered.

Consider the system

73-18 0
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F1  F2  F3

+1

BI. C. rc.

-1

-1-

AC +, 1NC-1mo F,

*C -- 1 Cmd F ,

anud asm htbt -ah a be computed, a AS,6) from thech fro

exml banthe system

+C 1(SC - 1 mod (F,F 2 )(i

BC1T C - M od (F2 ,F3) (i

AC +61 - 1~ mod (F1 F3) (i)

the by (B) an 1)moiF 1 F) i
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Bc (Tc - 1) mod (F2 ,F3) .

By (ii) and (ii)'

SC  (TC - 1) mod (F2 ,F3 ) .

Thus BCU (rC - 1) mod F2 or

F2 1 IBC - TCI ± 1 < F2 by assumption (A). This

is a contradiction. 0

(Observe that it would have been impossible to replace

(iii)' with

AC a 6C mod (F1,F 3) 0

or gC a 6c + 1 mod (F1,F3) .

In the first case (F1,F3 )I1. In the second case

(Fl,F 3 ) 12.

If two paths can not be found, then we compute then we

compute the residues of F1' = AP3 by dividing each entry of

the first column of (W) by AP3, each entry of the 
second

column of (W) by Api and each entry of the third column by

AP2. Then we can defer to the algorithm described in (3].

But how often can we avoid this deferral? Or what is

the probability that two 2-paths will occur if the three

receivers succeed in distinguishing the two signals?

Clearly we can determine both signals precisely 0

(.784)2 z 61.5%
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of the time. So our chances of precisely determining both

signals even when noise (q = 1) is present is better than

even. If we are unlucky, then we can, of course, still use

the algorithm of [3).

7. Recommendations

Aftermath

We have shown above that there is really only one way

to determine two noise free radar pulses using the Prony

method. We must choose the bandwidths of the receivers to be

F1 = AP2P3

F2 = AP1P3

F3 = APlP2

where the p's are greater than one and pairwise prime.

Moreover, since the bandwidths, Fi, are given, A and

the p's are uniquely determined, as has been mentioned, by

the proof of Theorem 4.

The above discussion illustrates how a theoretical

resolution is useful in determining two signals which are

not noise free.
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We recommend that an effort be made to exterd this

method to resolve any number of signals which have been •

distorted by noise.

0

0
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MODEL BASED BAYESIAN TARGET
RECOGNITION

1.0 INTRODUCTION

Automatic Target Recognition, ATR, was cited to Congress last year as one of the greatest
force multiplier needs of the Air Force. This need was recently and dramatically under-
scored by the Gulf War, which showed a great but unfulfilled need for SCUD launcher
ATR while firmly illustrating the effectiveness of such hi-tech smart capabilities.

This report of 1989-1990 RIP efforts forms the timely extension of a theoretically prov-
able, optimally accurate approach to ATR -- that of Bayesian model matching. The opti-
mality of the Bayesian approach is its ability to accumulate and rigorously fuse all-source
evidenc., incoming multi-sensor imagery; target, scene, and sensor models; collateral in-
formation; etc.

Contained herein are needed probabilistic formulations for the LADAR Bayesian solution.
Currently ongoing research is continuing to provide needed formulations for the FLIR
Bayesian solution. Fusion of these sensor specific solutions into a common ATR frame-
work is already theoretically understood, based upon results of the earlier 1989 SFRP pC-
riod.

2.0 THE RESEARCH STRATEGY

The Target Recognition Branch, AARA, of Wright Research and Development Center,
WRDC, Wright Patterson Air Force Base has long been a proponent of model matching
techniques. Their view is that prior knowledge of targets and sensors should be used in
recognizing targets from imagery.

Based upon Bayesian evidence accumulation techniques that I had been pursuing, AARA
saw great potential of the Bayesian approach when married with model matching con-
cepts. We then jointly decided to enter a symbiotic research partnership using the long
term research approach of Figure 1. Florida Institute of Florida, FI, would primarily
work on the advanced theoretical issues as shown in Figure 1. AARA, being primarily in-
terested in the fielding of ATR's, would study the practical implementation issues. The
two efforts would be closely coordinated and continuously feed each other to achieve
overall problem convergence.

The level of shading of technical taskings of Figure I indicates the level of results current-
ly achieved under the program by FIT. Specifically, the 1989 SFRP period was very suc-
cessful in laying the keystone block of Bayesian probability decomposition. 2 1"2 3 This
work continues to allows us to use divide and conquer design techniques to attack individ-
ual portions of the problem with assurance that the results can be fitted back together as
they are found. Section 3 document results achieved under this 1989-90 RIP effort toward
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characterization of the LADAR Bayesian probability characterization. Section 4 provides
illumination on use of extracted features. Section 5 briefly discusses the computer commu-
nications environment being developed to insure desk top to desk top technical connectiv-
ity between FIT and AARA. 0

Other results of joint FIT/AARA research which have already been reported under the
1990 SFRP program including insight into robustness of the Bayesian approach to errors
and further breaking down of dhe FUR Bayesian probability distribution problem. 25 Work
is just now beginning under the 1990 RIP program to continue the probabilistic character- 0
ization of FUR targets.

BAYESIA MDEVELOPMENT,

Figure1..Log.Ter .eserch.Srateg

°0

j PERFORMANCE

SHORFALL

3.0 LADAR PROBABILITY DETERMINATION

The majority of this RIP effort has been put forth in dete.-mining conditional probability
distributions required for Bayesian target recognition in LA4AR.

APPENDIX A physically models the signal chain of a heterodyne form of LADAR sys-
tem and finds several signal points suitable for input to a recognizer:

• The complex range sharpened signal

* The range sharpened envelop signal

" The detected scene range signal
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The detected reflectance signal

APPENDIX B models the two key sources of randomness in the LADAR signal chain of
APPENDIX A. The main source of irreducible randomness is the scene itseff. Two forms
of scene randomness were found of primary importance: speckle and glinting. The key
model parameters of the scene randomncss were found to be mean square speckle level
and glint amplitude probabilities and can thus be accessed from indexed target models.
The other source of randomness, receiver noise, serves to limits the physical range over
w ach a specified recognition accuracy can be achieved. It aiso necessitates a continuous
modification of the Bayesian probability structure as a function of the range. This is graph-

Ira Scene The LADAR

Complex Sign

, " time

Receiver
Noises

Figure 2. The Underlying LADAR Signal Structure for a Range

Unresolved Speckle Only Scene Pixel

ically shown in Figure 2. Here the complex valued LADAR range compressed signal is
shown as a function of time. At each time instance there is a noise contribution and where
the LADAR beam crosses scene detail there is also an additive scene contribution as well.
The noise contribution at each time instance results from myriad filtered shot noise addi-
tive contributions as shown. At time spacings on the order of the receiver decorrelation
time, these contributions are basically independent and thus the phase of the resultant
noise vector swings wildly as time increases. When the LADAR beam crosses scene de-
tail, the scene signal is added to the statistically independent receiver noise vector. The
statistical characteristics of the composite LADAR signal at this time depends heavily
upon the statistics of the scene signal contribution. Figure 2 illustrates the case where the
scene signal is developed from myriad scene speckle contributions. Anuther case not
shown is glinting where the scene contribution is a single vector due to strong mirror like
scene reflection.
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When one thinks of LADAR, he normally thinks of using the detected range image as de-
rived from the range compressed time signal due as primary input for ATR. APPENDIX C
through APPENDIX F performs the critical probabilistic analysis for the detected range
signal but do much more as well. They also work out probabilities for use of the detected
reflectance signal, the joint use of the detected range and reflectance signals, the range
sharpened envelop signal, and the range sharpened signal itself. These results can be then
used to set up2 1"23 an optimal Bayesian ATR based upon the specific LADAR receiver
signal take off point of interest. A particularly useful outcome is the establishment of the
range sharpened envelop waveform as the optimal signal for use in LADAR AIR and the
development of the corresponding F ayesian probabilities.

APPENDIX C develops signal probabilities for scene speckle along and APPENDIX D
develops signal probabilities for simultaneous scene speckle and glinting. APPENDIX E
extends these results to pixel level Bayesian recognition. APPENDIX E also shows ways
to substantially reduce the complexity of computing the Bayesian likelihood function of
the most informative signal point, the range sharpened envelop signal. APPENDIX F ex-
tends the results of APPENDIX C and APPENDIX D to region level Bayesian recogni-
tion. APPENDIX F provides useful results for the important case of pixel overlap. The
locations of the exact equations governing the various results, p (DI H), on a case by case
basis are summarized in Table 1.

Table 1. Location of Equations Giving Results of Probabilistic Modeling

p (Dl H)
D =? (speckle in scene) (glint + speckle in scene)

s (E-8)0  (E- 14)0

v (E-9) & (E-1) 0  (E-15) 0

s, v (E-11)0  (E-16) 0

Z (E-12)U (E-17)0

(E-19)1  (F-10)3  (E-22 2

0. (for range umesolved non overlapping pixels) 1. (for range resolved on overlapping piels)

2. (for range resolved non overlaping pixes) 3. (for rnge resolved overlapping pbms)

p (D[ H) is the fundamental conditional probability required by the Bayesian decision
process to arrive at the optimal recognition. D is the data that will be supplied by the LA-
DAR sensor. Four cases are considered: s, the detected reflectance along; v, the detected
range along; s and v, the detected reflectance and range jointly; and Z, the range sharpened
time waveform itself. H is the hypothesis as derived from the scene or target modeling it-
self. It is usually expressed in terms of speckle and glint expected to be seen in the incom-
ing pixel. The results are rather complete for the case where the LADAR pixels do not
overlap on the scene. Since this may not always be the case; however, the results were ex-
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tended into the case of pixel overlap as well. Here the case of D= Z only is shown since the
other cases make much less sense for resolved range.

Not explicitly shown in Table I is another equally important extension of p (DI H) to the
case of imprecise indexing, APPENDIX E.

4.0 FEATURE EXTRACTION AND PROBABILITIES

An often stated desire by AR researchers is that they be allowed to pick individual image
or target features at will while being given simple probabilistic tools for determining the
significance of the joint occurrence to the problem at hand. Depending upon the features
selected, this is either possible or highly impractical.

If the features are mndy fundamental, then the effort is not too difficult - witness the joint
probabilities derived in APPENDIX C through APPENDIX F.

On the other hand, the more arbitrary the mathematical function implied by the features,
the more difficult the task. For instance, the detected range and illumination signals of the
LADAR chain are more arbitrary than the sharpened range envelop signal. As a result in
APPENDIX C through APPENDIX F, one will find their probability distributions to be
more complex.

It is usually very hard for one to fathom that such features as length and width of a target,
which seem so intuitively important, are not truly fundamental and thus result in very dif-
ficult joint probability calculations. The simplest answer is that length and width in an im-
age are made up by common pixels thus resulting in severe statistical dependence. An
answer closer to the truth of the matter but much more difficult to see is:

Both length and width of a target result from the target designer's intentions. Thus the
target designer's intentions and not the results of his intentions are the more fundamen-
tal features of interest.

APPENDIX G explains the matter thoroughly by recourse to abstract feature spaces. Once
the material of APPENDIX G is understood, one sees how to use the pixel data itself with-
out the complexities and information loss incurred in extracting features.

5.0 INTER-TEAM COMMUNICATIONS

During this effort, the FIT/AARA team has worked together to insure effective computer
communications via INTERNET between FIT in Florida and AARA in Ohio. A variety of
INTERNET node problems have been overcome, accounts have been set up on the AARA
and FIT computers and desk top to desk top connectivity has been established. As Lori
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Westerkamp of AARA remarked, "This makes it as easy or easier to work with research-
ers across the country than with AF colleagues in the next building."

By placing technical report text, graphics, and imagery in postscript form, FIT has been 0
able to electronically transmit material to AARA in fully finished form for AARA review
and final remote hardcopy publication. Data derived from WRDC image ranges can easily •
be sent to FIT for study. FIT can transmit rapid prototype programs to AARA co-research-
ers for consideration. Both sides can enter electronic computer "talk" sessions even while
running other programs. E-mail allows each team member to take the time for detailed
consideration and response.

AARA pioneered in developing desktop Mac-based X-Wmidow access to their more pow-
erful Sun computational facilities. FIT pioneered in the detailed programming of X-win-
dows coding techniques for rapid prototype of algorithms on the Sun. Normally, these
programs will be electronically transmitted between sites for local execution. If necessary;
however, both AARA and FIT will set up full duplex graphics/unagery workstation inter-
action between sites.

6.0 CONCLUSIONS 0

The conditional probability distributions derived and techniques developed here can be di-
rectly used to conduct Bayesian LADAR target recognition. They can also be used in a
Monti Carlo sense to develop upper bound recognition/misrecognition curves for other
ATR's operating against equivalent scene conditions. 0

Also definitized was the model m.. hing concept of indexing, e.g. target location and ori-
entation. Probabilistic imbedding of precise and imprecise indexing was shown within the
framework required by Bayesian recognition processes. Thus another link between this
work and other ongoing work in the area of target indexing was forged. 0

The analysis techniques of this report show that closed form results can be found perhaps
more often than expected. Judicious use of symbolic math and the new numeric multi-lev-

el integration technique of Wazniakowski 18 should lead to highly computable techniques
for the range of likely scene conditions. •

7.0 RECOMMENDATIONS

This report carried out the LADAR Bayesian probability signal level characterization of
scene speckle and glinting in receiver noise based upon local scene conditions as accessi-
ble from indexed models. Further analysis should be accomplished to best determine how
to measure and attach to target models the required local mean square speckle levels and
the glinting amplitudes and their range of variability over indexed variables.
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While much is theoretically known of how to access probabilistic scene information from
models, this knowledge has not yet been sufficiently set to practice. Actual code should be
implemented for probabilistic model matching.

In order that the Bayesian recognition processes run with best efficiency, there is need to
integrate advanced automated symbolic and numeric math capabilities. For example,
MATHMATICA and the Wazniakowski techniques should be further investigated for the
Bayesian ATR environment.

Finally, the probability results of this report lends themselves well to the development of
recognition/misrecognition bounds for various target conditions. These bounds can be es-
tablished in parallel with model development, since only partial modeling capabilities will
be required. The results can provide valuable information and guidance of just what will
constitute a difficult recognition problem, and when there is sufficient recognition margin
to permit approximations to or the use of sequential stopping rules for the Bayesian pro-
cess.
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APPENDIX A
LADAR SYSTEMS MODELING

1.0 System Configuration

This appendix will develop pixel level signal processing models for each stage of a typical
LADAR system. The results will be used in the detailed statistical analysis of APPENDIX S

B through APPENDIX F.

Figure Al is the high level signal processing block diagram of a coherent LADAR sys-
teml 2 "4. Subsections 2 through 6 below provide a physical modeling of each stage of the

Process -- wReceiver -PShreig Detector Dtco

Figure Al. The LADAR Pixel Chain

system. The models developed below admit monostatic and bistatic systems, time depen-
dent transmitter and receiver optics, different time dependent atmospheric effects on each
half of the optical path, time dependent scene reflectance, different asmitrei
optics, and matched or mismatched range compression. Subsection 7 considers the impor-
tant special case extensively used in this report: monostatic, common optics, matched
range compression.

A quality system design is presupposed. No provision is made for system apprximations
resulting from cost reduction simplification. Such approximation can be incorpoated into
modeling at a later time on a specific case by case basis.

All signal levels are amplitude normalized so as to provide a clear signal processing inter-
pretation. Any results dependent upon this normalization can be denormalized via the LA-
DAR range equation for each specific system.
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2.0 Scene Process

The pixel level optical signal resulting from the scene process can be outlined aa shown in
Figure A2.

Figure A2. The Scene Process Chain

Two coordinate systems, primed and unprimed, will be used, Figure A3, to move signal
projections between scene and system space.

Y

LADA

Figure A3. Coordinate Systems Used

Let L(t) be the common spatial mode time dependence and B(x,yt) be the spatial distribu-
tion of the modulation of the illuminating beam at the transmitter.

The resulting beam is propagated toward the scene through the atmosphere. The atmo-
spheric propagation path serves as a linear system in space where h (x', y', t) is the corre-
sponding Green's function3 . The illuminating LASAR beam with modulation L(t-zI
c)B(x', y', t- zic) is planar by the time it reaches the scene. As a result, the scene illumi-
nation modulation function is

(A-l)

where * is the spatial convolution function.

The scene illumination is modulated by the scene reflection coefficient, T(x', y',zt). With-
in a complex constant of proportionality, the reflectance modulation from the scene at
(x', y',z) is simply
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U(x"y',:) = (StIB*

C0

V (x', Y', z, t) = T (x', y', z,t) U (x', y', t) (A-2)

One assumption contained in (A-i) is that the scene is short term static. Moving scene
components will cause Doppler frequency shift to the reflection but this can be easily in-
corporated into the model when desired. Another assumption is that the scene is opaque.
Translucent scene detail can also be incorporated into the model when needed.

The line of path from the scen back to the LADAR receiver is governed by the Green's
function h'. Thus by the reciprocity of the atmosphere8, the optical modulation derived
from the scene reflectance at (x', y',z) at the input aperture of the receiver is

W(X, y, z, ) = V xY~Zst-!)*he (A-3)

where * is again the spatial convolution function.

The total optical modulation derived from scene reflectance at the input aperture of the re-
ceiver is

W(x,y,t) = We (xy,z,t)dz (A-4)
0

0

3.0 LADAR Receiver

The block diagram of the receiver is given in Figure A4.

W Receiver 1Photo -41 F 40
Aperture Detector Amplifier

Figure A4. The LADAR Receiver

Using the antenna theorem9, we may place the photodetection process and the local het-
erodyne oscillator field, 0, in the receiver aperture pupil. 0 can be given as

0 (x, y, r) = B' (x, y, t) im., (A-)
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where io 0 is the angular frequency of the local oscillator. B' (x, y, t) is the receive spatial
mode of the field.

The amplified IF signal is derived from the lower heterodyned sideband out of the photo-

detector and is 10

X = (t) f W (x, y, t) B' (x, y) dx dye'" (A-6)

where Co& is the angular IF frequency. Ideally, B' (x, y) should be matched to the spatial

mode of W (x, y, t). This seldom is possible. More normally, B' (x, y) = B*(xy). oIF is

derived from the LASAR transmitter frequency, COT, and olO as 0T,. - (lo.

The total LADAR receiver output is

X (t) = X' (t) + N (t) (A-7)

where N(t) is the receiver noise referred to its output.

Working through the equations above, we find that X(t) can be expressed in terms of fun-
damental quantities

XJ(t) = T sz, t- 2z)JL( - 3A )B (,c'.,, t --

h --T ' t--

oh , y -;
S*h' -xC, Y - .c, &Ydz B' (x, y, t) dx dy ei D"'

+N (t) (A-8)

where e is the aperture of the receive optics.

4.0 Range Sharpening

In order to get a signal, Y(t), where time best represents range, we use the range sharpen-
ing filter, F,

Y = X*F (A-9)
Ii

In terms of more elemental quantities
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Y (t) f fZr, fIB (Tie C C

(9-X, -c ,rdydz B' (x,y,c) dx dy i

I ,'))F(,c-t)dTr (A-10)

Let ,R be the decorrelation time of the range sharpening filter

5.0 Envelope Detector

Since Y is complex valued but its phase is of no interest, it is envelope detected. This could
be accomplished byZ= Y1, but for our purposes

ZX 2  (A-I)

will allow simplified though equivalent later statistical results.

6.0 Peak Detector

Z normally has low value except at the time that the illumination signal hits the scene. At
this time Z normally hits a peak value. The actual peak value, s, is called the detected illu-
mination value. The corresponding range, v, is called the detected range. Figure A5 holds

z(0

Scene-sr M- Range

v

Figure A3. Peak Detection Variables

6

7.0 A Monostatic System Implementation

In summary, the above modeling admits monostatic and bistatic systems, time dependent
transmitter and receiver optics, different time dependent atmospheric effects on each half
of the optical path, time dependent scene reflectance, different transmitter/receiver optics,
and matched or mismatched range compression. These results are simplified somewhat

7
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when considering the important case used in this report: monostatic, common optics, short
pixel illumination and matched range compression.

Here h and h' are time independent and thus equal at each pixel since the LASAR pixel il-
lumination modulation round trip time is less than the atmospheric coherence time of typ-
ically 1 msec7 . Likewise for common refractive optics, B and B' are time independent and
complex conjugates. Note; however, that the heterodyne detection efficiency is not quite
maximized under these conditions thus raising the receiver IF noise level. To achieve
practical range compression, let L and F be complex conjugates. Finally for tMstrial
ranges, the scene reflectance will not change during the round trip optical path. Then the
LADAR range compressed signal will be

9 h (*r'x  -'TX' T,'Y - Ty) d=r'xd'y

oh(r,-x, - y,z)ardrydz B* (x,y)dx dy eir"

+ N(,c) ) L" (c - t) dt (A-12)

This somewhat simplified signal is then subjected to the nonlinear envelope and peak de-
tection as above.
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APPENDIX B
SOURCES OF RANDOMNESS IN LADAR SYSTEMS

1.0 Introduction

In this appendix, we develop a probabilistic characterization of sources of randomness in
the pixel structure of the LADAR system of APPENDIX A.

Only the predominate sources of randomness are considered within the signal chain: scene
structure and local oscillator noise. It has been shown7that these normally dominate other
sources such as atmospheric turbulence, photodetector noise, etc. Should such other sourc-
es become first order, they can be incorporated later as required.

2.0 Scene Reflectance

The primary early source of randomness will be from the scene itself. The body of litera-
ture dealing with electromagnetic reflection is very large and helpful here. Some of the
sources found relevant are References 11-15 and which form the basis for the treatment
immediately below.

The complex scene reflectance, T (x', y', z, t) , can be described as

T (x', y', z, t) = G (x', y', z, t) ee + H (x', y',z,) B-I)

where G (x, y, t) is a ,.alar glint scene reflection coefficient and H (x, y, t) is the com-
plex speckle scene reflection coeffcient. We will generally consider the scene to be static
in the analyses of this report.

2.1 Glinting

G (x, y) is the amplitude of the glint arising from min-or like reflections. Its characteris-
tics can be deterministically known to some degree as a function of the local scene condi-
tions or model. On the other hand, it is a random variable since slight random rotations of
the "mirror" can result in drastic changes in its value. By a similar argument, 9 can be
considered uniformly distributed over 2% since it arises from the z position of the glint
which is not be known within a wavelength.

2.2 Speckle

The speckle term arises from microscopic fluctuations in the scene surface roughness. Ab-
stracting from Reference 14, one can see that H (x, y, z, t) is
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E(H(x',y')) -0
E(H (x',y') )(H(x'- r,y'-r)) -0

E( (H (x', y')) (H (x'-? ,y'-))) = (H' (x', y'))8(x'-i) ( (y' - )) (B-2)

These equations are an expression of the fact that the purely diffuse reflecting component
of the scene modulates a planar coherent LADAR bean to form a spatially incoherent re-
flection. The delta functions are used to show that the microscopic fluctuations of the
scene surface are well decorrelated in less than a . distance. ' (x, y, z, t) is physically
the mean square speckle reflection coefficient at xy, z of the scene.

H (x, y) is assumed to arise from multitudinous independent microscopic fluctuations of
the scene surface and are normally of greater than an optical wavelength depth. One can
thus see that H (x, y) is a complex Gaussian random variable with identically distributed
real and imaginary components. Further due to its whiteness, the two complex compo-
nentz are independent.

Let p (T) represent the probability of seeing a specific scene reflectance function,
T (x', y', z, t) . We will have reason to make use of this formulation during later probabi-
listic analyses.

2.3 Combination of Glinting and Speckle

Often T (x', y', z, t) can arise from a combination of glinting and speckle contributors.
Basically the only difference between glint and speckle contributors are their number, am-
plitudes and phases. The phases are very sensitive to variations in z, thus they are random
functions. The amplitudes are less sensitive to the local scene geometry, so they can be de-
terministic or random. Typically, the amplitudes of the speckle contributors are quite ran-
dom. The amplitudes of the glint contributors are normally conditionally random to the
degree that the scene surface can be randomly rotated.

The exact probabilistic behavior of T (x', y', z, t) is dependent upon the statistical charac-
teristics of the ensemble of contributing scatterers. If there is no glinting, then the mean
amplitude of T (x', y', z, t) will be 0. If there is just one glint scatterer, then the mean am-
plitude of T (x', y', z, t) will be the mean amplitude of the singie glint scatterer. Determi-
nation of the probability density function of T is easy if there is just one glint scatterer of
known phase, which we can normalize to zero without loss of generality. The probability
density function is then complex Gaussian with a real mean of the expected amplitude of
the glint scatterer, a zero imaginary mean, and a variance equal to the variance of the
speckle. If the phase of the glint scatterer(s) is not know, then the probability distribution
becomes non Gaussian and can be determined through convolution of the independent in-
dividual scattering distributions.
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2.4 Partial Polarization of Speckle

Above we have been tacitly considering the case where the scene reflectance does not af-
fect the polarization of the illumination upon reflection. This will not always be the case. a
rough scene surface can partially depolarize the scattered light. When seen through a po-
larization analyzer at orthogonal orientations, the results can have varying correlation but
Gaussian forms. In all cases the reflected speckle can be factored into the sum of the two
independent complex random Gaussian variables representing the unpolarized and linear-
ly polarized components of the reflectance.

3.0 Atmospheric Effects

While the atmospheric path can conceivably be turbulent, it is seldom of sufficient magni-

tude to drastically affect the optical path.7 In this case, the atmospheric Green's function
will approach a delta function and (A-10) will then reduce to

Y (t) = f(I T (x, yz) (L (T - L)B2(X, y) dX dy dZ

+N (,c))L" (T- t) d' (B-3)

or upon further reordering of the integrations

2z () -Jt) (L~ 5)L'- ) d (T (x, y,z))B 2 (X,y) dX dy dz eJOip
+f (t) =" fj(- C)d

014

(B-4) can be interpreted as follows

Y W) = f (r" (z, t) ) dz e + +Nr (t) (B-5)

0 •

where

and

N' (t) = JN (t) L* (t- t)dr (B-7)
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r" (z, t) is that portion of the pixel signal at time z arising from all scene contributions at
range z - no matter the xy value. Since the scene is being considered opaque, it is also not-
ed in passing that there only exists one z value for each xy.

N' (t) is the receiver noise after it passes through the range sharpening filter.

4.0 Local Oscillator Noise

In a quality LADAR design, the local oscillator power level will typically be high enough
that its shot noise will predominate other receiver noises including the photodetector and

IF amplifier noises. 10 Thus N(t) is a zero-mean white Gaussian complex-valued random
variable process. N() is also obviously independent of the scene randomness.

5.0 Range Sharpening Effects

Since the range sharpening filter is linear time invariant, N' (t) is a zero-mean Gaussian
complex-valued random variable process; although non-white. N' (t) is also independent
of y' (z, t) for the same reason.

The output of the range sharpening filter is a convenient position in the signal processing
chain to instantiate CNR, the carrier to noise ratio, which will be our main means of ex-
pressing scene signal strength relative to receiver noise. CNR is widely used for just this
purpose in radar. It will be

2

CNR EI2 t (B-8)

or the ratio of the average pixel return power from the scene to the average local oscillator
noise power in the IF bandwidth.

The utility of CNR is that it incorporates the effects of transmitter, local oscillator noise
level, IF bandwidth, beam patterns, target reflectiveness and dual path range losses into a
single parameter and that it is easily measurable. As an example for the speckle only
monostatic case, CNR is

1*pP -2az

CNR = (B-9)XuoBIF
Z 2

where 1l is the quantum efficiency of the photodetector, uO is the optical frequency of the
0 transmitter, p is the scene reflectiveness, e is the LADAR optical efficiency, BIF is the
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bandwidth of the IF, PT is the transmitter power, and z is the scene range. 16 a is the atmo-spheric extinction.

In general, we expect CNR to be measured rather than calculated for a specific system of
interest. CNR can then be used to index various normalized performance results directly
even though the various terms of (F 9) may remain unknown.

Normalizing the variances of Y' (z, t) and N' (t) to 1, we can express the range sharpened
signal, Y (t) , as 0

Y(t) = /r'€NRi (rf (z, t) ) e," + N1 (t) (B-10)
0

i.e. the weighted sum of the normalized signal and shot noise terms.

6.0 Envelope Detector Effects

The purpose of an envelope detector is to determine the magnitude of a signal while ignor-
ing its phase since the phase conveys no useful information.
The exact form of the detector chosen here is a squarer since it will be somewhat more

tractable while providing the equivalent statistical s,v results. Now

2

Z(t) = (fr(z,t)dz + Re(r (t) (M (t)
0

The marginal probability of
2

f Y' (z, t) dz +N' 2 (t) (B-12)

00

is simply

P ((Jr (z, t) dz) +N' 2 (t) ) p(Y' 2 (t))*(p(N' 2 (t))) (B-13)
0

since y,2 (r) and N'2 (t) are independent and where * indicates convolution. It will be
just as easy to get the probability of Y' (t) (N' (r)) ; however, to get the probability of
Z () as the sum of two dependent variables is not straightforward.
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Since the envelope detector is nonlinear, it will mix the statistics of r (t) and N' (t).
There exists no universal analytical solution for the results. One must proceed on a case by
case basis, either numerically or analytically. See APPENDIX C through APPENDIX F.
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APPENDIX C
PROBABILISTIC ANALYSIS OF A RANGE

UNRESOLVED PIXEL IN SPECKLE

1.0 Introduction

APPENDIX A gave the model of a LADAR system. APPENDIX B introduced sources of
randomness into the LADAR system model To carry the analysis further, it is necessary
to increasingly characterize the scene. This appendix considers the case where the scene
reflectance contribution is all speckle. no glint, and is range unresolved.

The range unresolved case is one where the enire LASAR illumination beam is concen-
trated on scene detail at essentially one range. The speckle case is one where there is no
scene glinting within the pixeL Obviously, this is the norm for military targets which avoid
possibility of detection by glinting. The speckle case is also predominate in vegetative,
soil and other scene areas where abnormally smooth surface conditions are not normally
present.

2.0 Determination of the Probability of Y(t)

From APPENDIX B

Y(t) = rI-FNRf (r(z,t))dz e?0"+N'(t) (C-1)
0

where

Y ('((r z ) L (c-t))) (T (x, y, z) )B 2 (x, y) dxdy (C-2)

and

N' (t) = fN (r) L" (z- t) & (C-3)

Since the pixel is range unresolved with an actual range say z', we can let T (x, y, z) be

given as

T(xy,z) = T'(x,y,z) a(z-z') (C-4)

Then (C-2) becomes
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* (Z = f(L 2 L (,c- t) ) d (T (x, y,z) ) 8(z -z') B 2 (Xy) dX dy (C_5)
,<,,> = C ))<L<

and upon substitution into (C-i)

Y (t) = F-N (,(L( (c- (L , ))dc

S( (T (x, y, z') )B 2 (x,y)x dy) I"+N' () (C-6)

or

Y(t) = ,. j&(t - Z r e--p +N'(t) (C-7)

where . is the normalized autocorrlation function of the illumination beam and " is
the received pixel scene reflectance

" = I (r (x, y,z')) B2 (x, y) dr dy (C-8)

From APPENDIX B, r" (x, y, z') and I' (t) are a circularly symmetric zero mean Gauss-
ian random variable and process respectively. Both have a normalized variance of I and
are mutually independent. Thus Y (t) is also a circularly symmetric zero mean Gaussian
random process. Y(t) has variance I+CNR at time t-2ztc and 1 at times greater than AR
away from time t-2zlc.

3.0 Determination of the Probability of Z(t)

Since Y (t) is a Gaussian random process, then Z(t) is an exponentially distributed pro-
cess with a marginal distribution17.

Z(Q)

1 e-" U (Z (t)) (C-9)
z2

where a 2 is the variance of Y (t) at time t and U is the step function. Again from the na-
ture of ' (r) , Z(t) is essentially independent every 2 AR time interval.
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The analysis will now proceed mnre smoothly if we digitally time sample Z(I) as shown in
Figure C1. Range, ri, i =I to n, is proportional to time, t. The ranges, r, and r,, are respec-

rl r2 r3 • r-I r- r+j r,.l rk rk+J r,., r.

r r.
(a) The Case, aO, of No Anomaly

Z() •

• ,,,, Anomaly
s Scene

-'r~-*f!~jRange
f' , i f t 0 * ?

I~~~~o t 1 1

rl r2 r3 .•• rr r j  r., rk rk+I r..] r.
Ir rV

(a) The Case, a,, of Anomaly

Figure C1. Signa Strcturene of Detection

tively the minimum and maximum ranges of interest as determined from the problem set-
up. The actual range to the scene is r, also written as r. The detected range, r, is taken as
that range at which the maximum value, s, of the signaL Z(t), is seen. If r. is located at the
scene range, then the actual scene range is correctly determined - a case, ao, of no anomaly
as shown in Figure Cl-a. If r. is not located at the scene range, then the actual range is in-
correctly determined - a case, a,, of anomaly as shown in Figure Cl-b.

As a result of the discrete binning of range, we can write a convenient discrete version of
the conditional probability of the entire waveform of Z(t) conditioned on the actual scene
reflectance, T.

Pz(Z) = flp,(z)
i=1 (C-10)

3.1 Determination of the Probabilities of Anomaly and No Anomaly

The probability of anomaly, p., (a,) , is simply S
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p (a,) - I-p (a o) (C-l)

The conditional probability of no anomaly, p.. (ao) , is dependent upon the event that all

zi , i * r = z , have value less than Zj. Thus

P., (a0) = (1i J, (zn) dziJJP:j (zj) dzj
i,, (C-12)

or since all the pz; (zi )' i * = zj, have the same form for this case

P., ( Jo) 1 p(z) dzi PZ, (z) dzj (C-13)
0

or upon substitution from (C-7) and (C-9)

1 n-'d i 2,I +CN)€7

P., (a°) = (1 + I + CNR) dzj (C-14)

or

,. Sj

PR (aO) e (I + CNR) (

Making the substitution x =e -rj

! 1
1 n -(l X._(I +CNRdzj (C-16)

= (1+CNR) o

which can be shown from Reference 17, page 104, to be equivalent to the following re-
sults based on the beta function

r I r (n)
P,(a0 ) I (+CNR) I+CNR - (C-i7

+ 1CNR

where of course the ganma function is given by

r (a) = f(xb le- ) dx (C-1S)
0
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4.0 Determination of the Joint Probability of s and v o

We now require p,, ,, the joint probability of the detected scene intensity, s, and range, r.
which is also written as v. This joint probability can be conditionally determined as a func-
tion of the random anomaly variable, a, which can only take the values ao or a1 .

1

pS, V(s,v) = .p,a(s, vai)p.(ai) (C-l9)
i=O

and upon further conditioning

1

p,,, (s, v) = 7 P1 a (sty, ai)P11 a (vI ai) p (a) (C-20) 0
i=O

When n is large enough, then the width of each range cell is less than the signal's decorre-
lation range width. As a result, ZQ) is approximately constant within each range cell thus
allowing psi ,, a (s4 v, as) to be written compactly as

P, , a (s v, a) = Pzl,, a (Z] v, a) dW (C-21)

where Z is the vector

zi (r) (C-22)

and W is the vector

wk = z (rk) k<v

= z (rk+l) nkk>v (C-23,,

This in turn allows p,. , (sy) to be written as

I
p", (s, v) = I (JP4zV, a(Ziv, a)dW)p,a (v ai)P (ai ) (C-24)

i=O

Now by Bayes theorem, Pz v,a, can be written as

PPZav, z (al v, Z) P, z (A Z) P7 (Z) (
Pzi v, a(ZI', a) = p- 4 vap() - (c-25

P4t a ( vI a) p,, ( a)

and p,,(s,v) can be written as
1 fp 1 v z (aIJvZ)p1 z( VIZ)pz(Z) C

P"(s' v) ='p aP d) (pM a(v a)P (a5)) (C-26)
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0I

or
0I

p, (s, = V) palv.z(alv,Z)pj z(Z)pz(Z) dW (C-Tn
i=O

Looking at pvtz(vlZ), it is zero when any zi, i * v, is greater than zv and one otherwise. Let

Xdenote the non-zero region of operation. Then

p ,,,(s, v) = Z p 4 Z(a v, Z)pz(Z)dW (C-28)
i=O X

Now

Puivz(aO vZ) = 1 iff v = ri and 0 otherwise (C-29)

and

pal v, Z (all v, Z) = 1 iff v*rj andOotherwise (C-30)

so letting

W0 cover the case where v = r,

W, cover the case where V 0 r(C31)

then pg,,(sv) directly reduces to

1

p5 , (s, v) jpz (Z) dIV (C-32)
i=O X

(C-32) does not require independence.

Since Z(t) is basically independent over distance greater than a decorrelation width, Ps,,

* further reduces to

ps., ($.V) = 7o[Pz, (zi,) k1 JPz1 (z,)dzk

k * (C-33)

where lo = r, and 1, = v * rj.

From (C-9), we then obtain

7
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p.,(s'v) = 1+CNRe CNR(I.-.e) U(s) (v-r)
S 0

+ e- -e I + CH"A( e-)- 2 U(s) (l-8(v-r)) (-4

(C-34)

Note again before we leave the subject that p.,, (s, v) is conditioned on T through use of
r and CNR.

5.0 Determination Of The Probability Of s

The marginal density of s, the detected scene value, and conditioned on T, the actual scene
reflectance, is found most easily from

p, (s) = aFz (S) (C-35)

where S is the vector sI.

Now

S

Fz(S) = fpz(Z)dZ- fpt (zt)dzk (C-36)
.- k=1 0

so

p, (S) -- f$kl k.(zk)dzk (C-37)

Upon substitution from (C-9)

PS = (I + CNR I + (1 -e s) + e s 1 -e +CNR) ( - e- S) - U (s) (C-38)

6.0 Determination of The Probability of v

The probability of v, the detected range, can be most easily given in terms of the probabil-
ity of no anomaly at each actual scene range

(1 -pa (a0)) (1- (- r))
p, (v) = pa (aO) 8 (v- r) + (I (C-39)n -

where ao can be obtained from (C-17).
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APPENDIX D
PROBABILISTIC ANALYSIS OF A RANGE

UNRESOLVED PIXEL IN SPECKLE WITH GLINT

1.0 Introduction

APPENDIX A gave the model of a LADAR system. APPENDIX B introduced sources of
randomness into the LADAR system mode. APPENDIX C developed the probabilistic
structure of a pixel in speckle. Carrying the analysis further, this appendix adds glinting to
the range unresolved speckle case.

Glinting occurs when the scene, or more principally a target, produces a specular or mirror
like return. This could occur from a planar or more likely a convex surface such as from
the fuselage of an airplane. While there could conceivably be several specular returns for a
pixel, the most common case will be just one specular glint - the case considered here.

2.0 Determination of the Probability of Y(t)

From (B-I) and following Section 2 of APPENDIX C, we find that the signal, Y(t), of a
glint plus speckle at a common range and conditioned on the actual scene reflectance and
the unknown phase of the partially coherent illumination is a complex circularly symmet-
ric Gaussian random process. Y(t) thus possesses a real mean of the glint amplitude, a zero
imaginary mean and a variance equal to that of the speckle plus receiver noise.

3.0 Determination of the Probability of Z(t)

Expanding on the approach of Section 3 of APPENDIX C, we can find the joint condition-
al probability density of Z(t) and , the excess random phase of Y(t) due to the speckle
plus local oscillator noise contributions only, at time corresponding to the scene range

ZW (t) - (2/Z(t) (2(1)) ).0 Z (t) 2!O

PZI(t).(Z(t), e 2 (1 + CNR)
= 4n(I +CNR)

where 2 (t) is the value of Z() due to the glint along. At other times, the probability den-

sity function follows that of Section 3.0 of APPENDIX C.

Integrating out 0 in (D-1), we obtain the conditional probability of Z(t)
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Z(:) +2(:) - (24(t) (1(t)) )C084

1 ( ( 2(1 +CNR)
= 4x(I+CNR) e d U(Z(t)) 2)

Upon observing that the modified Bessel function of the first kind and zero order can be

given as1 8

10 (W=x) *) wd (D-3)
0

we can get the conditional probability of Z(t) at the time of scene range as

ZQ) + (z)
1 2(1 +CNR) W) (2(W U(Z() (D-4)

Pz(t) (Z(t)) 2(1+CNR)e 10 1+CNR

Obviously, as Z (t) goes to zero, then Pz(r) (Z (t)) reduces to (C-9) as a special case.

Again, (C-10) continues to hold for the same reasons given in Section 3.0 of APPENDIX
C.

3.1 Determinaion of the Probabilities of Anomaly and No Anomaly

From (C-11) we get the probability of anomaly

pat (a,) = 1 -Pa. (a0 ) (D-5)

From (C-13) we get the probability of no anomaly as

h n-i

pO (a0 ) (Pz (z,) PZ (zj) dzj (D-6)
00

Upon substitution from (C-7), (C-9) and (D-4)

n-1

2(1 +CNR) ; (fi )

0 (e2(1+cN ()Io+ CNR V)dzj D7

or

74-30



P80 (a0 ) = (+ N )~e) "'
0

a 2 2(+CNR) ,o 1 + CN dz.

While (D-8) may have a quite difficult to evaluate closed form solution, it has but one lay-
er of integration. Thus a numeric solution should not be too difficult. In particular, the
newly discovered Wozniakowskd method should efficiently give results of any specified

accuracy.
19

4.0 Determination of the Joint Probability of s and v

Starting from (C-33)

1 N
Ps p, (S, V) w [p,, (z,) ] rj Jpz, (zk) dzk

i=O k=1 TA
k* ,I (D-9)

Substituting (C-9) and (D-4) into (D-9) gives

p, (s,v) = 2(12CNR) ' R)

* (1-e-S)"l U(s)8(v-r) +eS
s ;+I.(I) h

____ e_ 2 (1 + CNR)J o ((O f
f 2 (1+CNR)e I+ +CNR)
0

0 (l-eS)n-2 U(s) (l-8(v-r)) (D-10)

Solution of the imbedded integral is not straightforward, but can be accomplished as fol-
lows

74-31



S0

f21CR e 1(1 +CNR)J1l+ CNR~i

1 2(1+ CNR)

f2(1 + CNR) e 1( 1 + CNR 

0 0

s (D-11)

holds since the equated expressions are probabilities. Now making the substitutions

S 2  (D-12)
1 + CNR

.& 0
z(N W K2  

(D-13)1 + ¢NRI

we get

-2 (1 + CNs) , 4(

f2 (1 + CNR)e N 1  + NR0

so e+2x€

1- le 2 IoiiC&

1+ CNR (D-14)

which can be expressed in terms of the Marcum Q-function20 as 0

2( 1NR 2(1+CNR),(f.s(Z(t))'s ;+I(f0

= 1 -Q( (1 -NR)' (1W+NR)

(D-15)

Substituting (D-15) into (D-10) gives the joint probability of s and v as 0
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PS, s, V e 2(1"+CAN- (2€c -W= 1 2 €t u) i

p,,,(sv) 2(1 +CNR) e' 1+CNR 

* (1-e-s)-U(s)S(v-r) +e'

-1+ CNR)' (1+CNR)

* (1-e')- 2U(s) (1-8(v-r)) CD-16

5.0 Determination of The Probability of s

From (C-37) and upon substitution of (D-15)

pa(s) = ( F,(s)) (D-17)

or

Ps= I -Q (1 + CNR)' ( (I - e-))(- IU (S) (D-18)

or

p -IZ(N) +(t)

PS (S) 2 (1 ++1CNeT, RIz -( W"N 1 - e-') n JU ((S-)

+e (1-Q (I-CNR) (I+CNR) ((l-e)-Us))

-s('Q(FI , CNR(D-19)

6.0 Determination of The Probability Of v

The probability of v is directly obtained from (C-39) and (D-8)

0
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APPENDIX E
PIXEL LEVEL MODEL MATCHED BAYESIAN

RECOGNITION

1.0 Introduction

One widely used image recognition technique is to segment the image on a pixel by pixel
basis as a forerunner for later processing. One problem with this technique is segmentation
error. This error is exacerbated by the extremely small neighborhood of only a single pix-
el.

One approach toward reduction of the error is to invoke use of other information. During
final stages of target recognition, one has access to indexed target and scene models. This
appendix shows how to probabilistically use such information to accomplish model based
Bayesian image segmentation.

0

2.0 Setup

Bayesian decision processes are optimal in the sense that no other process can give better
cost weighted probability of recognition versus probability of misrecognition. These pro-
cesses are driven by determination of the set of conditional probabilities, PD H (DI H),
i=1,...,n, where the Hi are desired segmentation region tags.

To make the concepts concrete we will proceed by considering the problem of whether a
pixel's data D should be recognized as belonging to indexed target Hi. Now

PDIH (DI Hi) = XPDI. H (D3 , Hi)Pj pH (4 Hi) (E-1)

In the present case, the surface conditions, 5, (via APPENDIX A and APPENDIX B) is
sufficient to decouple D and Hi, i.e. to make stochastically independent •

PDIH (DI H) = XPDI 5 (DI S) Pq H (.1 H) (E-2)
5

Now p., H (-I Hi) may not be conveniently available as such. In general; however, it can

be found as

PSIH (S1 H) = YP4 .,G (4 1 H) P H (1 Hi) (E-3)
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where PA1 H (A1 Hi) is index information concerning target location and orientation relative
to the LADAR sensor as made available from some other portion of the recognition sys-
tem.

Given the proper indexing, p. 1 H (J I, Hi) is conditionally decoupled from H1. Thus

Ps (SI Hj) PA I (-I I) PA i (A Hj)  (EA)

and so

PDIH (DI Hi) = XPDj 5 (DIS) .p1IG 1)PH(AHi) (E-5)

pq 1 (45 I) gives the probability of observing surface condition S given a particular get
repose index. In general, p_, 1 (4 I) can be accessed from target models given L For in-
stance given target location and orientation in 3 space, it is easy to compute the illumina-
tion point on the target; access the target surface type of speckle, glinting,...; and relative
amplitudes of the effects. These conditions, S, are then used along with D to compute
P.4 I~ W)

3.0 Example Computations Of The Probability PDJ H (DI Hi)

Since computation of the conditional probabilities p H (DI Hj) are the essence of the
Bayesian approach, we will provide several illusuative examples of their calculation. The
calculation will be done through use of (E-5).

3.1 Precise Indexing

If the indexing uncertainty is quite small, then (E-5) reduces to

PDIH (DI Hi) = XJPDIS(DI (S)) (p4 1 (4)) (E-Q

5

3.1.1 Range Unresolved

Range unresolved is the condition where the LADAR illumination beam illuminates the
scene at only one range bin distance. This condition occurs principally when the beam is
solidly on a target or background component, rather than hanging over the side. The range
unresolved case is used below to restrict the character of D at a pixel, i.e. D will have
scene related information present only at range r.
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3.1.1.1 Speckle

A surface patch, S, can be found from the intersection of the illuminating LADAR beam
and the target model, Hi, when supplied with the indexing information, I. Assume that the 0

model reports the illuminated surface condition is speckle of a specified mean variance,
a 2 . Then (E-6) will reduce to

PDIH (DI H) = PDJ 5 (DI (S)) (E-7)

where D is simply the data recorded at the current pixel.

3.1.1.1.1 Using the Signal s

The data, D, could arise from several pixel level signal points within the LADAR system. 0

Perhaps the least informative signal to use is s, the detected illumination. Under this case,
we find from (C-38)

S-$ CNR ( -s ) n- i

PDIH (DI Hi) = +CN1 e (l-

+e -S (1-e - 1-7 " R' ) (1 - e-s) - 2 ) (U(s)) E8

where the indexed a2 enters the equation through CNR. CNR can be calculated from a2
above through use of the LADAR range equation.

3.1.1.1.2 Using The Signal v

Instead of using the signal, s, as the data, D, use the detected range signal, v, for a general-
ly more accurate segmentation. Then from (C-39)

PDIH (DI H) = pa (aO) 8 (v - r) + (a)) ( - r))r(E-9)
n-1

where r is the actual range reported via the indexing and model and where p. (c%) is giv-

en by (C-17), repeated here

P1%(l+ONR1 i+CNR1  l(EO
I +I-36 1

74-36



3.1.1.1.3 Using Both The Signal s And v

One does not have to use just the signal s or v as the data, D. He can use them jointly with
no loss of performance. In fact, one will usually effect a performance gain from their si-
multaneous use.

In this case, from (C-34) we obtain

S

PDIH (DI Hi) = 1'+ CNR( -R e) U(s)8(v-r)

S S+ e- S (1-e I CNR )(1 -es)--au (S) (1 - 8(v -r))

where as above r is the actual range as indexed and CNR is obtained from the indexed a2.

3.1.1.1.4 Using the Signal Z

The Bayesian decision performance of Z must be at least as good as that resulting from s
and v and in general it will be better. The usual rational for use of s or v rather than Z is
that s and v are scalars and thus can be considered images. The use of Z, a vector, would
result in a stack of image planes that are not normally as directly or easily used or viewed.
This objection is easily overcome using Bayesian techniques.

From (C-10), (C-9) and Section 2.0 of APPENDIX C

1 - 1 N

PDH (DI Hi) 2 1+CNRe I( CNR)

i r (E.12)

The first two terms up to the 11 operation is just the probability of the zr range bin data of
the pixel conditioned on the indexed true range. The remainder of the expression is simply
the probability of seeing Z as resulting from receiver noise over the remaining ranges.

As will be seen in APPENDIX F, it is often possible to cancel terms out of such probabil-
ities as (E-12) when calculating the Bayesian likelihood ratio. This will further simplify
the math while providing corresponding gains in execution speed.

3.1.1.1.5 Using the Signal Y

One could use the range sharpened signal, Y, rather than Z as the data, D, with no loss of
segmentation accuracy. On the other hand since the phase of Y will be uniform over 0 to
2x, there will be no performance gain either and slightly slower execution. Thus this case
is not considered.
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0

3.1.1.2 Glint And Speckle

Again a surface patch, S, can be found from the intersection of the illuminating LADAR
beam and the target model, Hi, when supplied with the indexing information, L Assume .
that the model reports that the illuminated surface condition is a single glint of a specified

amplitude and speckle of mean v.-dance, 2 . Then (E-6) will again reduce to

PDIH IDI Hi) = PDJ 5 (DI 5) (E-13)

on the basis that there is just one set of modeled surface conditions. D is again simply the
data recorded at the current pixeL

02 and the predicted glint signal component can again be used with the LADAR range
equation to compute the pixel level CNR. 0

Note in each of the subsections below, the probabilistic structure has changed from that re-
sulting from speckle along. This gives graphic proof that modeling data is indeed impor-
tant to the ATR problem.

0

3.1.1.2.1 Using The Signal s

From (D-19) we find

( 2(1+ V(u (t)(2 (t))
PDIH(DIHi) = 12( +CNR) e  (I+C-NR J (1-e's) U(s)

+ e- (l " 1 ZW-s) s
(I+CNR)' (l+CNR) ((le) 1U(s))

(E-14)

3.1.1.2.2 Using The Signal v

From (C-39) we find

(I -pcI(a%)) (-(v -r) )
PDIH (DI Hi) = pa (a) 8 (v - r) + n -(E-15)n-i

where pe (oc0 ) is given by (D-8).

3.1.1.2.3 Using Both the Signals s And v

From (D-16) we find
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s+ (t)

PDIH (DI H) = 1 e 2(1+CNF)Io (IS(())
2(1 +CNR) O, 1 +CNR J

* (1-e-s) U(s)8(v-r) +e'

SS
• - I (x -N 4Uti) (1 + CNR)

0 (1-e-$) 2U(s) (I -8(v-r)) (-6)

3.1.1.2.4 Using The Signal Z

From (C-10) and (D-4) we find

PDIH (DI Hi) = 22(( + CNR) I + CNR e. 2 )

ier (E-17)

3.1.2 Range Resolved

Range resolved is the condition where the LADAR illumination beam illuminates the
scene at more than one range bin distance. This condition occurs primarily at object edges
where part of the beam illuminates the object and the remainder other scene components
such as background. Under this condition, more than one bin of Z will contain signal com-
ponents. Each of these components will be weaker and thus there will be more anomaly
erors. As a result, the detected signals s and v will rapidly become poor sources of seg-
mentation information. Rather than devoting analysis to quantifying this, we show how to
use the more informative Z signal to best use.

3.1.2.1 Speckle

(C-IO) holds even for the range resolved case of speckle

n

Pz(Z) = fIp (z)
i=1 (E-18)

Substituting (C-9) into (C-10) into (E-6) gives

21

* PDIH(DIH) = pz(Z) = ,3e 1 U(zi) (E-19)

0
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Now given perfect indexing we know which ranges i contain signal components and
which contain only receiver noise. Further the value of each a? will be computable from
the scene model and proportion of the illumination beam at range i. Note that (E-19)
makes use of signal information at all relevant ranges. Similar development for signals s,
v, or s and v can not do so and would thus produce less definitive results.

3.1.2.2 Glint Plus Speckle

Substituting (C-10) into (E-6) gives

PD H (DI Hi) = Pz (Z) H ' P1 (z) (E-20)
i=1I

At those ranges where there is no scene illumination

PZ, (Z) = (E-21)

At those ranges where there is partial scene illumination, from MD-4)

1 2 (1 + CNR) I+(E

2( +CNR) B - " t)

The CNR for each range i can be calculated from the scene illumination contribution at
that range through use of the model data.

When the proper substitutions of (E-21) and (E-22) are made into (E-20), then
PDIH (DI H i) makes use of all scene reflectance. This will not be possible with s, v, or s
and v since these report only scalar detected values.

3.2 Imprecise Indexing

In many if not most cases of interest to ATR, indexing will be imprecise in the sense that a
range of indexing possibilities may be possible. Perhaps the most common of these index-
ing imprecisions is target translation error. Translation errors may not matter greatly for
pixels well within the target's boundary, but at the boundary such errors can result in either
illuminating the object at range r, or scene background generally at a much further range
r2.

Let Si be the target surface conditions and S2 be the background scene conditions. For il-
lustration, also let I of (E-3) be the horizontal indexed target position and P4 H (1 Hi) , the

probability of seeing the target at a specific value of L Further assume that potential trans-
lation error is relatively large with respect to the illumination beam width on the scene.
Then (E-4) can be given as
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P (Si H5) = ,P qI(A 1I)P H (A Hi) = J8(S)U(I-c) (PA H (A H) )dI

+ f8(S2 ) (1-U(I-c)) (PA H(IH))dI (E-23)

where c is the translational cross-over point between target and scene backgre-Ad.

Substituting (E-23) into (E-5) gives

PDIH(DIHi) = (PDI5(DISl))Pl+ (PD15(DIS 2 )) (1-pl) (E-24)

where p1 is given by

•P, = f (PlAH(qHi))dI (E-25)

C

Basically (E-24) works by decomposing the imprecise indexing case to precise indexing
subcases. As a result, PDJ 5 (DI S,) and PD, s (DI 52) can be found from any of the precise
indexing expressions of PDIH (DI Hi) in Section 3.1 above.
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APPENDIX F
REGION LEVEL MODEL MATCHED BAYESIAN

0

RECOGNITION

1.0 Introduction

In general it is insufficient to attempt target recognition on a pixel by pixel basis as consid-
ered in APPENDIX E, except as an intermediat stage in a larger recognition system. This
appendix extends the Bayesian decision process to the entire recognition system rather
than just a part of it.

The principle difference between this appendix and the previous ones is the extent of the
data, D. In previous appendices, D was taken to be a single pixel's data. Here it is taken to
be that pixel region as a whole that provides target recognition information. The underly-
ing abstract theory was well covered in References 21 through 23. What was missing there
were the specifics of LADAR physical and stochastic modeling accomplished in this re-
port. All that is required of this appendix is to make the connection between the prior ab-
stract work and the detailed pixel level analyses of prior appendices.

2.0 Non Overlapping Pixels

If the LADAR illumination beams do no overlap firm pixel to pixel, the case is quite sim-
pie.
Each pixel is independent of the others when conditioned on a precisely indexed scene

model. Thus, the probability, PDI H (DI Hi) of the multi-pixel data, D, is the multiplicative

product of the probability, p, H (DIHi) , of each of the constituent individual pixels.

pznH (DI Hi) of each of the constituent individual pixels can of course be obtained from

earlier appendices of this report.

If the scene model is imprecisely indexed, then the probability, PDI H (DI Hi) , of the multi-
pixel data, D, is decomposed into cases o- precise indexing via

PDIH (DiH) = XFpWD 5(DIS) p 1 (1)PA H (A H) (F-I)

along similar line to that of Section 3.2 of APPENDIX E and also in greater detail in Ref-
erence 22.
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3.0 Overlapping Pixels

In order to obtain greater density of pixels on target, the LADAR system may be set up
with overlapping pixels. When the beams of two pixels illuminate common scene area,
then the pixel data will normally cease to be independent The prior appendices did not
consider this case beyond giving the marginal probabilities of the overlapping pixels. Thus
new analysis in needed.

In the overlapping pixel case, PDI H (DI H,) of a multi-pixel target region can be reduced

to

PDIH(DI HI) = pD, (DpIJ (Dp._,D ,Hi) PDp. (D.. (Dp....'Dp,'H)) )

.. PD,, (DpII H) (F-2)

where DP, will be used to designate the data of pixel pi. Now pixel pi will not condition-

ally depend upon all p,, j < i, but only on pj's it overlaps.

Assuming an intermediate complexity of overlap for illustration, let pixels overlap only on
rows but not by columns. Then PDJ H (DI H i) for the precisely indexed multi-pixel target

region reduces to

ppI H (DI Hi) = PD,J H (Dr.J Hi) (..PDI. H (DrJ Hi)) (F-3)

where D,1 represents the conditionally dependent data of row, ri.

The probability, PD, H (D,'J Hi) , of a row of the target data can be then given as

PD,.1 H (DJ Hi) = pD,.(DP.J (Dp._,,Dp,,Hi)

PD,. _, (D pI (DP. 2 ..,D,,Hi)) (. PD,, (DPI H i) (F-4)

where Dp. is the data of the mth pixel of row ri.

Again, only adjacent pixel will normally overlay. Thus

PD,] H (Dr H) = PD,.(Dp.g (Dp. 1 , Hi))

SPD,. (Dp. ,I (DP.2, H)) (... pD (DII H) (5)
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pD'j (Dp1 Hi) is a marginal probability which can be found from prior appendices. The

probabilities, PD, (DP (Dp,_,,Hi)), will be developed here for the signal, Z. Since the

other signals, s, v, or s and v, are derivative from Z, their conditional probabilities can e
developed from extension of the work below.

Assuming that the pairwise pixels are imbedded in speckle, then in terms of the complex
coherence factor, p.y, normalized from the concept of mutual intensity24 the joint proba-
bility function for two overlapping pixels is

r, + rt - - 9;r r,_,Y -tr Pryt,_ -

= .2 2e(I-4L)

where Y and Yi-I are the Y(t) complex valued signals for the two overlapping pixels at

range bin i. a 2 is the variance of either pixel as determined in earlier appendices. gy can
be easily determined by experimental measurement.

Converting (F-6) to a polar representation, we have

1P , , ,_ ( zi" zi - 1, p~i'9i _ = 16__20_ ( 1 - __

+ 2 + 21-24,fd o (, _l+*,

e 2004)(F-7)

where zi and z. I are the Z signals for the two overlapping pixels. (pi and p- _ are the

phases of the Y signals. 0 is the phase of IgLy.

Integrating (F-7) over (p and p 1 gives
40

22 2

_- e2 ( 2 1 -) (-8)

where the last term is a modified Bessel function of the first kind and zero order.

From Bayes theorem

(Zil Z - 1) PZ1. zi - (Zi, Zi - dI) -9
PZ= pzt- I P;f-I (i - 1) (-9)

we obtain the desired results
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Z3

This completes the probability derivation to allow Bayesian probability development for
* the case of row wise pixel overlap in speckle.

0
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APPENDIX G
JOINT FEATURE PROBABILITY

DETERMINATION

1.0 SUMMARY

In the usual sense, the purpose of extracting features such as length, width, etc. is to re-
duce the amount of required ATR processing. While it is presumed or known that certain
features can tend to well characterize targets, it is less certain how to combine their signif-
icance in an evidence accumulation system to get a single overall score. If readily possi-
ble, the best way would be to get their joint probability.

As shown below, determination of the joint feature probability is much more difficult than
perhaps expected. This places the stratagem of extracting features in severe jeopardy
while adding credence for the alternate technique of simply determining the probability of
the underlying image data directly, as proposed in earlier research works of this series.22"

23

2.0 PROBLEM SETUP

Several points must be noted.

Images reside in a space of images, Figure G1.

Image
Space

Representative
Images in the
Space

Figure G1. Image Space
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Associated with each point or image in this space is its probability, Figure G2.

Image
Space

* P('t)
p(2)
p(13)

0 FiuRem G2. Impg Probabiites

Features are nonlinear reductions of the original image data., Figure G3. Thus they are

Image Feature A
S S

(a) Feature A
Image Feature BSpace Space

(b) Feature B

Figure G3. Feature Extractions
many to one mappings. This is the source of later difficulties in feature probability calcula-
tion.

7
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The joint feature space is defined as the Cartesian Product on the individual feature spaces,
Figure G4. Although not shown, associated with each point in the individual and joint fea-

0Feature A

S act

Joint Feature
Spae AxB

.a

0

Figure G4. Creation of a Joint Feature Space

ture spaces is its probability.

Figure G5. captures the overall composite mapping from image space to joint feature

•

Figur GS. ompos t re A

Joint Feature
Image Space AxB
Space

ab

Feature B

Space

Figure G5. Composite

space.
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3.0 THE JOINT FEATURE PROBABILITY

In Figure C-, point ab in the joint feature space corresponds to the points a and b in the in-
dividual feature spaces. Point a of feature A space corresponds to the lightly shaded re-
gions in the image space, while point b of feature B space corresponds to the unshaded
regions.

The probability, p(a), of feature A having a value a is the summation of the probabilities of
the images contained within the lightly shaded regions of the image space.

The probability, p(b), of feature B having a value b is the summation of the probabilities of
the images contained within the unshaded regions of the image space.

The probability, p(a,b), of feature A having a value a and of feature B having a value b
jointly or simultaneously is the summation of the probabilities of the images contained
within the intersection of the lightly shaded and unshaded regions of the image space.

4.0 THE DIFFICULTY OF CALCULATING FEATURE
PROBABILITIES

Each feature probability, p(a), p(b), p(ab), can only be calculated as the summation of the
probabilities of multiple individual images. Since the features are many to one mappings,
a special effort must also be made to determine just which images are within the appropri-
ate regions of the image space. Calculation of the joint feature probability is even more
difficult since the intersection of regions in the image space must be found as welL

Since the calculation of the probability of a single image, i.e. point in the image space, is
nontrivial, then the calculation of a feature probability is necessarily more difficult - based
as it unavoidably is on the summation of probabilities of multiple images.

Again, note that there is in general no other way to get feature probabilities than by deter-
mining the underlying probabilities of the images that make up that set of feature values.
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Study of Sky Backgrounds and Subvisual Cirrus

by

Gerald W. Grams/Eric 0. Schmidt

ABSIBAT

This project involved the analysis of data collected during the summer of 1988 at Wright-

Patterson AFB in Dayton, Ohio. The data was originally collected as part of a 1988 Universal

Energy Systems, Inc. (UES) Summer Graduate Student Fellowship and this mini-grant was

awarded to pursue the analysis of the sky background information archived.

The original set of experiments were performed to characterize sky backgrounds and

study subvisual cirrus clouds. The observations recorded were used in further analysis of the

data set with particular interest in coordinating satellite overflight data with the ground-truth data

collected at WPAFB by a multi-sensor platform. Subvisual cirrus and smoke layers from the

Yellowstone Park forest fires during early September, 1988 were observed using a portable

LIDAR system, ground-based photometers and CCD video imaging cameras. The observations

were supplemented with meteorological records and satellite images.
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I. INTRODUCTION

The principal investigator has been a Professor in Georgia Tech's School of Atmospheric

Sciences since 1977 and has held a joint appointment in the GTRI (Georgia Tech Research

Institute) Electromegnetics Laboratory's Electro-optics Division since 1985. Since the beginning

of his joint appointment, he has sought to promote and actively participate in interdisciplinary

projects that combine the resources of GTRI with the interests of faculty members in Georgia

Tech's academic units to advance capabilities in the genera area of atmospheric effects on

propagation of electromagnetic radiation He and Dr. Robert Hyde from GTRI's Electro-optics

Division have worked with WRDC/AARI to help explore the capability of measuring

atmospheric parameters (density and temperature) from the Earth's surface to altitudes in excess

of 100 km via a huge LIDAR (Light Detection And Ranging) facility at WPAFB.

Through an Air Force contract from WRDC/AARI with Dr. Allen Garrison of GTRI,

Georgia Tech has completed a detailed study and full-power test of the 100-inch "MegaLIDAR"

system. The demonstration proved that the upper system in order to provide information on

density fluctuations (due to upward-propagating gravity waves) and attenuation properties in a

reliable, efficient manner.

The sky background is vital to the operational constraints of the system since the photons

collected from the returning beam are swamped by the natural, diffuse background during the

day, thus limiting the range of the MegaLIDAR to heights of 50 km or less. One purpose of this

mini-grant was to analyze data collected at the MegaLIDAR site using a gamut of imaging,

ranging, and radiation detection instruments to characterize the background conditions. This

7
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analysis would help to determine the operational constraints on the MegaLIDAR system and in 0

the analysis of data taken during high background conditions.

There is special interest in study of the subvisual cirrus clouds observed during

September, 1988. Mr. Schmidt and Dr. Grams have an interest in the infrared radiation in quasi-

horizontal directions. IRSTS sensor tests have shown the need for this type of information, as

has work done by Mr Schmidt at Teledyne Brown Engineering (prior to his Ph.D. work at

Georgia Tech) for the AOA program. Both of these sensor platforms will be range- and

resolution-limited by the radiance levels produced by thin clouds in the field-of-view (FOV).

Schmidt (1988a) has cited the presence of "radiometric knees" in altitude profiles of radiances

detected from airborne platforms. These "knees" can only be produced by the existence of a

cloud layer such as a subvisual cirrus layer and seen to occur quite often. The decrease in the

background radiance levels in the 10-12 pm infrared window region from below the cloud layer

to above the cloud top is up to a factor of 100. This is significant and not just a water vapor

effect.

Mr. Schmidt has extensive experience in geophysical research programs including remote

sensing and atmospheric radiative transfer. From 1985 until he returned to graduate school to

work on his Ph.D. degree, he worked in the Optics Department at Teledyne Brown Engineering

in Huntsville, Alabama where he was involved in the evaluation of the LOWTRAN atmospheric

model code. He correlated and compared data from a cold optics radiometer and an infrared

spectrometer in work on the validation of ozone extinction coefficients near 9.8 Am. He

continued his analysis in the 11 sm window region where nitric acid, freon and aerosols

contribute. This is the regime where the effects of subvisual cirrus clouds would be most
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predominant. He was also involved in work on the validation of models to evaluate atmospheric

effects on ground-based high-energy laser propagation. Mr. Schmidt's thesis is a study of

complementary databases in order) to evaluate the infrared and microphysical properties of

subvisual cirrus clouds and their effects on radiative transfer of infrared radiation in the

troposphere. The tropospheric radiation budget is affected by the presence of clouds; therefore,

this work is of interest to those scientists studying the so-called Greenhouse Effect.

Jan Servaites (WRDC/AARJ) was the Technical Focal Point for the original UES

Summer Fellowship and the individual responsible at that time for the development of the

MegaLIDAR facility.

II. OBJECTIVES OF THE EFFORT

A. Sky Backgrounds and Subvisual Cirrus Clouds

The study of the natural atmospheric background at WPAFB is pivotal to our

understanding of the role that clouds play in the tropospheric radiation balance, e.g. the

"Greenhouse" effect, in addition to establishing instrument limitations, or, how high can you

see with the MegaLIDAR? Our primary objective was the study of high altitude, thin cirrus

clouds by means of a small-lidar (referred to as the mini-Lidar) and subsequent analysis in order

to establish possible source mechanisms. The determination of the variation of lidar range under

different background sky conditions (day vs. night, clear sky vs. cloudy, low clouds vs. high

clouds) is of secondary interest.

0
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B. CCD Video Image Correlation with Satellite and Sensor Data

The ability to detect high, thin cloud layers from a ground-based or satellite-based system
0

would be of interest to the Air Force as well as atmospheric researchers. Currently there exists

no proven method of detecting subvisuai cirrus (high altitude, thin ice clouds) by means of

satellite data manipulation or by means of ground-based video (camera) imagery. Our primary

effort then was to determine whether or not our proposed multi-spectral satellite data analysis

technique would actually work and to explore the sensitivity and capabilities of using CCD

cameras simultaneously to view known clouds. The mini-lidar provides ground-truth, while

downward-looking satellite and the complementary upward-looking camera give estimates of the

total effect of the cloud layer on the atmospheric radiance. This objective is explored further in

the results section.

C. Analysis of the Yellowstone Park Smoke Layers

A "bonus" that resulted from the UES GSRP (Graduate Student Research Program) that

Mr. Schmidt ran was the detection and identification of a distinct, persistent smoke layer. The

source of smoke has been identified by means of GOES imagery and the radiometric properties

are the primary interest for this portion of our work. The results show what has been

0
accomplished.

El. RESULTS OF STUDY ON SKY BACKGROUNDS AND SUBVISUAL CIRRUS

In order to facilitate the analysis and to allow ease of feature identification, we decided

to pursue a color-enhanced two-dimensional (2-D) lidar data display program. In this way we
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could illustrate the changing intensity of the return signal and its dependence on both height

(range from the detector) and time. The 2-D lidar time histories basically provide a cross-section

of the atmosphere as it moves past the fixed, vertical light beam. Particles that move into the

path will scatter according to their respective refractive indices and the backscatter ratio obtained

provides information as to the type and number of particles that form these scattering centers.

Figures 1-42 provide a comprehensive view of the atmosphere above the array of sensor

(situated in front of the MegaLIDAR facility, Building 622, WPAFB) for the period from

September 9, 1988 through September 15, 1988 (weather conditions and operational limitations

permitting). All times shown are local time (EDT), while the altitudes are in kilometers (the

range resolution of the mini-lidar was 15 meters). Figure 1 is a typical (though short) example

of a daytime scan taken with the mini-lidar. The two plots ar the typical products for our color-

enhancement software: the line plot is the range-corrected return signal (altitude vs. backscatter

ratio) from a user-specific record in the data file; the ratios for each record are color-coded and

plotted versus altitude and time t , give the 2-D format. The right-hand side (the 2-D time

history) of the figure is the complete data file, while the left-hand side is a single record trace

chosen from the file to represent a feature of interest. It should be noted that due to the use of

a 35 mm camera to record the color images there is some parallax that shows up on the borders

of the plots. This does not affect the analysis of the data, it merely slightly skews the

photographic representations.

The lidar operated at 0.53 m (530 nm) using a ND:YAG laser coaligned with a 4"

Celestron telescope. The sweep (shot) rate was typically 20 Hz (20 laser pulses/second) and

anywhere from 200-1200 sweeps were summed per record in order to minimize the random
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photon noise from the background sky. Photon counting statistics tell us that the number of noise

photons is proportional to the square-root of the number of photons detected, so single-shot

operations were not considered. The system was fine-tuned by the operator to achieve the best

possible signal, but as can be seen from figure 1, the noise due to the solar background 0

scattering into the field-of-view (FOV) of the telescope quickly swamps the return signal as you 0

look higher into the sky. A typical nighttime scan is seen in figure 5 for comparison. The range

of the lidar is typically 2 and sometimes 3 times greater at night than during daylight hours for

0
a system like ours operating at 530 nm (near the peak in the solar intensity). In addition, at night

only the moon really contributes appreciably to the background photon flux and it is on the order

of one million times less intense than the sun under full moon conditions. Street lights and light

pollution do not appear important for vertically pointing systems. The photon noise level is 5-10

times lower at night than during the day.

A. DiyAa

A.1 September 8, 1988

Figures 1-4 show several interesting features. First is the transition from full daylight

(figure 1) to dusk (figure 4). The background noise level decreases as the instrument detection

range increases. The second feature of interest is the large "hump" seen in the first 2 kilometer.

This represents the atmospheric boundary layer (top at 2 km). In later figures this feature will

not show up as representatively due to saturation of the linear amplifier by the near-field return.

This can be compensated for to allow viewing to higher altitudes by allowing saturation with the

subsequent loss of low altitude features. Since our goal was to look for high altitude cloud
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layers, only the top of the boundary layer is typically seen. The third feature of interest is the

beginning of the "bonus" smoke layer mentioned previously in this report. Figures 1 and 2 (the

scan lines) do not show the presence of a scattering layer between the boundary layer and 5 km

altitude. Figure 3 shows a hint of the feature beginning about halfway through the scan (time

- 17:46), while figure 4 definitely shows the presence of a - 1 km thick layer at 3.5 km. This

smoke layer will be seen in later figures. The final feature of interest is the existence of a

strongly scattering layer at the top of the boundary layer which has been coordinated with visual

observations from a airborne observer as being a layer of "dust" at the top of the boundary

layer. Perhaps this feature is related to the onset of the smoke layer; however we think that this

is unlikely, but that the scattering layer at the top of the boundary layer is simply coincidental.

The observed conditions became hazier as the day passed, in contrast with the extremely clear

conditions observed on the night of 9/7/88.

Figures 5-9 are a continuation of the data later that same night. The smoke layer has now

developed into a distinct set of three scattering layers. The first and lowest layer scatters twice

as strongly as the second (next highest) layer which, in turn, scatters approximately twice and

together they span 1.5-2 km (there is some variability with time). It is interesting to note that

the base of the smoke layering is distinctly higher than the top of the boundary layer (separated

by 1.5-2 km). During the entire operational period the smoke layering was very distinct and

consistent, though optically thin. The scattering was at most 3-4 times the molecular background

and stars could easily be seen at night.
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A.2 September 9, 1988

Figures 9-15 show the lidar profiles obtained during the evening of 9/9/88. The smoke
0

layer first observed the previous evening is still plainly obvious as a secondary peak above the

boundary layer peak. The character of the smoke layer has changed, however, frqm three

distinct, step-like layers to a single, thinner (0.5 - 0.75 km) scattering layer. In addition, the

smoke layer has now dropped in altitude so that it reides at the top of the boundary layer (- 25

kin). The scattering ratio has increased so that it is stronger than the boundary layer and has

(backscatter coefficient) values on the order of 4-5 times greater than Rayleigh scattering. It

is interesting to not that the range of the mini-lidar is not appreciably reduced by the presence

of the smoke layer at night; the range is still - 18 kIn. The observer reported that the sky was

very hazy and that a large Airy disk could be seen around the sun, indicative of a lot of aerosols

in the atmosphere. After about 22:40:00 EDT a thin (100-200m) cloud layer started moving

through the FOV. This layer persisted for at least a hour, at which time other, thin layers started

to appear (up to 1.5 km higher).

A.3 September 10, 1988

Figures 16-22 represent the atmospheric cross-section observed during the late afternoon

and evening of 9/10/88. Figure 16 shows the expected high photon noise levels associated within

daytime measurements, as well as the presence of the smoke layer at the top of the boundary

layer ( - 3 km). The smoke appears to cover 1-1.25 km and again have distinct features that look

like layers. In the later figures (17-22) it appears that the smoke layer is becoming mixed into

the upper portion of the boundary layer (the top one kilometer or so). since the boundary layer
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height varies from day to night, this is certainly a possibility due to the highly turbulent nature

of the boundary layer. The observer reported that the sky is still hazy, another indication of the

continued presence of the smoke layer. The thin layer at 4.5 km is also present throughout the

time series and it can be seen to slowly grow and increase in thickness from - 100 m to 300-

400m. Stars were also observed during the evening, indicating that the layers are optically thin

in the vertical. A final, interesting feature that was observed was the presence of a high altitude

cirrus cloud (cloud base at - 10.5 kin, thickness - 1.0 kin). It appeared at about 21:04:00 EDT

and persisted until 22:46:00. The cirrus layer thinned out during the hour and forty minutes that

it was observed, becoming quite thin (a couple of hundred meters). The ft values for the could

also decreased with time as the layer became thinner and the number of scatters decreased. The

strongly scattering portions of the cloud had 0 values on the order of 30-50, while the thinner

portion exhibited 3values on the order of 5-10. These high altitude cloud can be made of both

liquid water and ice water, so it is possible that the mixture of these different phases of water

contributed to the factor of 3-10 difference in the backscatter ratio seen at different times.

A.4 September 11, 1988

Figures 23-33 are the 2-D lidar time history for 9/11/88. Unfortunately, there are a few

gaps in the time series due to data errors in our archived data base that we have not been able

to resolve. The smoke layer is still present, though it can been seen to fade in and out of the

color plots. For example, figures 23 and 24 show the layer on both the line scan and the 2-D

plots, while figures 25 - 27 do not seem to indicate the presence of the layer. Figures 28 and

29 show a low altitude layer (-2.5 - 3.75 kin) that may have been smoke or a low altitude
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cloud. We believe that the layer is more likely to be a cloud layer and other remnants of the

Yellowstone smoke will show up in later scans due to the fact that the Dayton (Ohio) area

experienced some precipitation after lidar operations ceased on 9/10/88, i.e. there was a light,

late night rain that probably scavenged the soot and ash particles from the lower troposphere.

The next feature of interest in the 9/11/88 data is the detection of multiple thin clouds

that scattered the incident beam quite strongly. Figures 26 and 27 show the presence of at least

two and up to three distinct layers. The line scan was chosen to show all three layers (at - 19:45

on figure 26) and it shows that each of the layers is less than 0.5 km thick (more on the order

of 200-400 m). The backscattering ratios are also very high (8 - 15-50), indicating the likely

presence of ice particles in these thin cirrus clouds.

Figures 28-33 show the existence of a rather broad cloud layer centered approximately

at 7.5 km with a thickness that varies from 1.5 - 2.5 km. This is reported to be a cirrostratus

deck that has moved in with the prevailing winds. There are complex features to the deck (see

figure 29) and a lower altitude cloud seems to be lifted up until it combines with (is entrained

by) the cirrostratus layer. The backscatter ratio for this layer is fairly constant: 0 is on the order

of 10 times Rayleigh scattering by the air molecules. The cloud deck persists for at least two

hours of observation time as is expected for a cirrostratus layer since by definition stratus clouds

are "sheet-like" clouds that have a large extent and the "cirro-" prefix ensures that they are mid-

to high-level clouds and relatively thin. The observer reported multiple mid- and high-level cloud

formations early in the day, in agreement with out observations, while it was also noted that no

stars could be seen through the cirrostratus deck at night.
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A.5 September 12, 1988

There are no figures for 9/12/88 even though some data was taken. There was a heavy

rain storm during the day and all of the external equipment could not be run. We tried to operate
S|

the mini-lidar; however, due to the amount of static electricity in the air and the diffuse nature

of the incident solar radiation the scans were extremely noisy and little useful data was taken.

Operations were shut down in order to prevent possible damage to the high voltage power supply

and the lidar.

A.6 September 13, 1988

The 9/13/88 data are shown in figure 34 and 35. After the passage of the frontal system

that caused the rain on 9/12/88, the skies, tended to clear out after about 18:00, except for the

presence of what appears to be the smoke layer mixed into the top of the boundary layer. The

vertical extent of the feature show up rather well on the 2-D color plots between 2.5 - 4.0 km

and is slightly variable (it does tend to drop in altitude with time). It is unlikely that this layer

is the smoke that was first seen on 9/8/88, however, as figure 52 shows, there are several

fibrous streaks of smoke following the passage of a cold front through Dayton, the cold

continental air mass that moves into the area will also contain streaks of smoke from the

Yellowstone Park forest fire plumes. Since this smoke is moving somewhat slower than the layer

initially detected, it has had time to age and the scattering characteristics are different: there is

not a distinct, step-like nature to the smoke, and the backscatter ratio is lower on average.

7
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A.7 September 14, 1988

The skies cleared and not haze was seen during the daytime on 9/14/88 (the observer

reported clear sky conditions with the light pollution at night down below a 70 ° zenith angle).

Figures 36 - 37 show representative data for scans taken during the evening. The daylight hours

were occupied with briefing the base weather station at Wright-Patterson field in order to show

them the data that we had recorded to date, inform interested individuals as to the theoretical

nature of the experiment, and to thank them for their generous help and support in our efforts.

The nighttime data show the hint of a remnant of a layer at 4 km that is less than 100 m thick,

though this could be any type of aerosol layer, not just smoke. In any case, it was not visible

to the naked eye.

A.8 September 15, 1988

The experiment finally hit the jackpot on 9/15/88. Our primary interest was the detection

of subvisual cirrus clouds with as many of our remote sensing instruments as was possible. The

passage of a front on 9/12/88 has suggested the presence of subvisual cirrus on 9/11/88;

however, due to operational safety constraints we were unable to operate the equipment until late

in the day and missed our opportunity to sample high altitude cirrus streaks that observers

reported in the area during the early afternoon. On September 15, however, we had no

constraints and were able to detect the presence of a band of subvisual cirrus. The observer had

reported that there were thin, wispy clouds seen earlier during the day on the horizon,

suggesting that for long optical paths subvisual cirrus clouds can be detected. In this regard you

might consider the clouds we detected to minimally fit the zenith-subvisual cirrus classification
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suggested by Sassen at the July, 1988 FIRE (Eirst ISSCP Regional Experiment) meeting. Figures

38 - 42 show a fairly complete time history of our operations during the day and evening. While

it is unfortunate that a couple of files are missing due to unrecoverable dat -ors so that a

complete mapping is unavailable, notes were taken which indicate that the pitsence of a

subvisual cirrus layer at an altitude of - 11 - 11.25 km 300 - 500 m thick was first detected at

-3 pm and it persisted until - 5:20 pm (see figure 40), a total of 2 hours and 20 minutes of

information. The data is noisy since this set of measurements was taken during the day.

Fortunately, there was no haze visible and the skies appeared to be very clear so that by fine-

tuning the mini-lidar system the subvisual cirrus could be detected. The layers are at the verge

of the noise and very difficult to see on the "raw" (uncorrected) data; however, as the line scans

in figures 38 - 40 show, the presence of a strongly scattering ( = 12 - 15), high altitude, thin

layer is unquestionable.

As was reported by Mr. Schmidt in his UES GSRP final report (Schmidt, 1988b), the

prevailing high altitude winds were from the west-southwest at 50 knots, indicating that the

maximum width of the subvisual cirrus layer would be 216 km. The maximum width the cloud

layer could have is only valid if the cloud moved through the FOV of the telescope in a direction

parallel to the prevailing winds, i.e., the cloud streaks themselves would be normal to the wind

direction. Otherwise, the cross-section recorded is actually representative of a slant path through

the cirrus band. After a break to fortify the crew, data was taken to see if further detection of

subvisual cirrus was possible, especially at night when the range of the mini-lidar increased

twofold and when the background noise decreased by a factor of 5 - 10. However, as figures

41 and 42 show the sky was clear with the only feature of interest an optically thin layer at 4.5
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km with multiple features covering 1-1.25 km in extent. The intrusion of this layer did not

preclude further detection of subvisual cirrus bands as the line scan shows that it is extremely

optically thin (6 values less than - 1.5), and the subvisual cirrus band had completely moved

out of the FOV of the mini-lidar before the operator ceased the afternoon operations.

A cold front did move through the Dayton area on 9/16/88 though support information

was not obtained due to equipment packing. Precipitation was seen - 12 hours after we detected

the subvisual cirrus band, exactly as had occurred on 9/11/88 - 9/12/88. This suggests a

mechanism whereby subvisual cirrus clouds are formed by a convective process (possibly from

the top down) near cold fronts. Hallett (1987) has discussed the temperature, water vapor, and

supersaturation conditions necessary for the existence of a low altitude, stable layer or oriented,

nonspherical ice crystals. We believe that similar circumstances could occu. in the upper

troposphere near the tropospause (a temperature minimum is a requirement). Since ice crystals

are highly subject to evaporation, a water vapor flux also seems to be a requirement. This

suggests that there is a radiative-dynamical equilibrium mechanism at work in the formation and

sustenance of a high altitude, subvisual cirrus cloud layer. Kinne and Liou (1989) have shown

that for right hexagonal cylinders with minimum dimensions of d/2L equal to 20/20

(d =diameter, L=length), the habit of the crystals are of secondary importance for scattering,

while the size distribution is crucial to radiative forcing in the upper troposphere. Depending on

the type of cirrus cloud and its optical dept you could have either radiative cooling or warming.

So much work still has to be done in order to bound the variables of concern: optical depth and

size distribution (microphysics).
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IV. RESULTS OF STUDY ON VIDEO IMAGES

Figures 43 - 50 represent a sampling of the digitized video images recorded by means

of two CCD (Charge-Coupled Device) cameras: a all-sky camera and a solar aureole camera.

Details of the operation and use of these cameras is provided in the UES GSPR final report of

Mr. Schmidt (1988b). The results from the two instruments was encouraging in a number of

ways, but did not completely satisfy our expectations.

A. Aureole Camera Analysis

Figures 43 and 44 show the typical colorization process applied to study the video

imagery recorded using both the aureole camera and the all-sky camera. The image was recorded

on September 15, 1988 at 15:51:03 EDT. Both subvisual cirrus and thin cirrus streaks are

present in the image. The gray scale (0-255) image shown in figure 43 is the normal product of

the image-processing software used at Georgia Tech. It is the ERDAS (Earth Resources Data

Analysis System) software that gives us the capability to correlate the data. Software was written

to take digitized images and rewrite them in ERDAS format so that this study could be

performed. The digitization hardware already existed at GTRI (Georgia Tech Research Institute)

and it only required some assembly, training and programming. The very fact that images are

produced that can be colorized as in figure 44 is a big step forward for the study of the CCD

camera imagery.

The black object in the middle of figure 43 is the occulting disk used to block out the sun

so that the solar aureole could be studied. The yellow lines surrounding the disk are user-defined

polygons that enclose annular "rings" centered on the (unseen) solar location. These rings were
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produced by defining different colors to ranges of intensities from 0 to 225, then outlining these

ranges. Once these annular rings are defined, the user can "slice" out that portion of the figure

an display it separately, run classification and correlation schemes, or colorize the image further.

Figure 44 shows the same image with a si ,ple, primary color scheme overlaid on it. It is

obvious that the annular rings do enclose different shades (especially in the green and blue

portions of the intensity scaling). Unfortunately, the actual colorized versions of figures 43 - 51

are not available for the purposes of this report (for example, the colorized version of the

occultation disk should be black). The ERDAS software implemented at Georgia Tech is not

entirely compatible with the newest versions that the company supplies (a fact only recently

discovered). Consequently, all of the color images shown will not have the "true" (investigator-

specified) colors, but a simple primary spectrum. This is sufficient for the conclusions that we

can currently draw about the validity and usefulness of the data and technique; however, it will

have to be resolved before further work can be done.

Figure 45 also shows the 9/15/88 image (with yet another false color). The annular

polygons shown are defined by means of a geometric algorithm and the variation of intensity

with pixel (angular) distance has been overlaid to show that the variation is smooth. The

variation of intensity with angular distance is a representation of the average phase function of

the aerosol particles in the line-of-sight (LOS) between the observer and the sun. The

smoothness of the phase function might indicate that the size di,--ution of the particulate is

fairly broad so that the result seen is a smoothed average. If "ripples' had been seen, then this

would have indicated that the particle size distrioution was monodisperse (single-sized). The

photometers showed some slight waviness; however, the problem with relying on the Pritchard
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photometer results is the fact that they could not be accurately pointed at the sun. The alignment

procedure for the photometers required the user to block the incident radiation from the detector

in order to align the instrument by hand. Consequently, it was necessary to "lead" the sun by

several degrees to get an accurate sample and then rely on the Earth's rotation to do the

tracking. Our original plan was to use the photometer scans to calibrate the intensity scales on

the aureole camera images; however, it is almost impossible to know where the instrument track

was at any given time unless it was crossing the sun which, of course, was blocked from the

FOV of the camera by the occultation disk. Another problem that resulted was the fact that

phase functions for different phases of water are similar for small solar zenith angles. In order

to sample the ±30° - 450 necessary to make an accurate distinction, it would have been

necessary to have the photometers sample the same atmospheric layer for 2 - 3 hours. While a

smaller range of angles could certainly be sampled to allow calibration of the aureole camera

image, the fact that the FOV of the aureole camera only spans ±150, while ±300 - 45 ° is

necessary became a hindrance. This problem was unforeseen by Mr. Schmidt in his initial plan

and essentially renders the aureole camera information useless for the purpose that is was

originally planned: determination of phase function information to look for the presence of a

forward scattering contribution (a ring) due to the presence of a high altitude, thin layer of

hexagonal ice crystals. The technique is valid as is shown by the results in figures 43 - 45;

however, the implementation was not sufficient to meet the requirements to complete the study.
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B. All-Sky Camera Analysis

The next idea was to use the all-sky CCD camera imagery in order to look at phase

function information. Figure 46 shows a false color image of the FOV of the camera. The

camera was housed in a box that was mounted on a shadow-band stand in order to protect the

instrument from the environment, control the amount of light to prevent saturation (neutral

density filters were used by clipping them to the front of the housing box), and for mounting

ease and consistency. At the top of the image is the shadow cast by Building 662, WPAFB and
0

overlaid on the image are a series of sample boxes and a frequency spectrum. The ERDAS

software allows the user to specify a rectangular box anywhere on a display image and to

perform a frequency count of the intensities of the pixels enclosed. In this way a plot of pixel

intensity versus frequency and distance can be generated. The frequency plot shown is for the

box that is furthest to the right (far away from the sun). As is expected, the background sky is

uniform in intensity (diffuse solar radiation only), centered on a pixel intensity of - 57 - 58 (on

a scale of 0 - 255). Other sample boxes are shown to illustrate how they can be moved around.

A problem that has arisen and not been resolved is the fact that the phase function information

could be derived except for the fact that the image shown is not correctly displayed. The lens

on the front of the camera is not flat so that some distortion is induced, but more important is

the fact that a correction for the variation of the radiometric background with viewing angle has

not been applied. The corrections are non-linear in nature which makes the task difficult. The

ERDAS software normally applies linear corrections within user-specified error limits; however,

the non-linear corrections are still in development and have not yet been applied. Another

problem is the resolution of the camera. Each pixel of the all-sky camera covers a portion of the

0
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sky that is 2 - 4 times larger than the aureole camera. Consequently, the resolution is worse,

there is more noise in the system, and it is more difficult to attempt to use the all-sky camera

images in this way. It is hoped that the non-linear corrections will resolve some of the difficulty

at a later date.

Estimations of cloud cover, calibration of the all-sky camera images with the vertically-

pointing photometer, and correlation of the camera and satellite images are still in progress due

to pitfalls that have befallen us in the analysis of the imagery. We have an interest in continuing

these studies; however, they are not an immediate part of the academic work of Mr. Schmidt,

and Dr. Grams has left the academic environment for the present. See the recommendations

section for further remarks.

V. RESULTS OF STUDY ON SMOKE LAYERS

Figures 47 - 50 are a series of aureole camera images that show both gray scale and

colorized versions of the intensity of visible light for clear sky and hazy sky conditions due to

the presence of a smoke layer. Figures 47 and 48 show clear sky within +3-15* of the sun (the

occultation disk spans 60). The gray scale image resembles that of the hazy sky image (figure

49), while the colorized versions are different. Figure 48 shows the presence of some clouds in

the FOV with a wide range of intensities represented from orange to deep blue. Figure 50, on

the other hand, shows the image seen (with clouds) when there is a distinct smoke layer present.

The intensity scale is reduced quite a bit as it only spans the yellow to light blue range

(approximately one-half the range of figure 48). The visible light recorded on the days when the

smoke layer was present is much more diffuse as is seen by the fact that all of the features in
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figure 50 are smooth, i.e. they exhibit little variation in intensity as compared to the features

(clouds and background sky) seen on a clear day image (figure 48). The clear sky images shown

(figures 47 and 48) were recorded on 9/14/88, while the hazy sky images shown were recorded

on 9/9/88 (figures 49 and 50).

The only real indication that indicated to an observer that smoke was present in the

atmosphere is real-time (aside from the ground-truth lidar information) was the enhancement of

the light pollution from the city of Dayton, Ohio. One observer had remarked how clear the

nighttime sky was on the evening of 9/7/88 and that stars could be seen to within - 10* of the

horizon, even though WPAFB was surrounded by Dayton. The next evening (when smoke was

present) the light pollution extended up to - 350 and eventually moved up to -40* - 45 over

the next couple of days, indicating enhancement of the scattering of visible light from the city

(especially to the west where the population is concentrated). The Pritchard photometers also

recorded this feature. The magnitude of the signal seen 25 (FOV < 1 0) above the horizon is 3.5

times greater than that seen at 0*(vertically overhead) with the same FOV. By a simple cosine

scaling the difference is expected to be a factor of 2.4 due to the longer path length; the signal

received was --50 greater than expected. Refraction effects are not appreciable at a 65 * zenith

angle, the city lights are a constant source when considered in total, and Rayleigh sca-ering

from air molecules cannot account for the difference, therefore, the particles themselves must

have enhanced the scattering of the visible light. Soot and ash particles have been studied by a

number of investigators and the aerosol particles produced by fires tend to be nonspherical in

nature, though relatively large. Consequently, enhanced forward scattering of incident visible
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radiation is a reasonable source of the increased visible light background observed by the

photometers.

The separation of the smoke layer initially detected on 9/8/88 (see figures 3 and 4 and

discussion) from the atmospheric boundary layer suggests that the smoke has traveled a great

distance since it has not become mixed into the boundary layer. In that turbulent layer it would

behave like a plume and diffuse to the ground, the eventual fate of the smoke as is seen in later

lidar profiles (figure 17-22 and discussion). Figure 51 is a copy of the GOES image for

September 9, 1988 that shoes plumes from the forrest fires that were occurring in Yellowstone

National Park. The trail of the smoke follows the polar jet as it swings down into the middle

portion of the country. Figure 52 shows a complementary photo from September 8, 1988

showing the smoke as it follows the jet stream through Ohio. Only the GOES images recorded

at dawn and dusk show the presence of the plume streaks, indicating that a large solar zenith

angle is necessary to detect the smoke from a geostationary satellite. This also indicates the

nonspherical nature of the ash and soot particles since the GOES images recorded at local noon

do not show the presence of the streaks. We were fortunate to detect the onset of the smoke, to

identify it by means of the GOES imagery within at short time, and to observe it for several

days afterward until rains managed to wash the particles out of the sky. In addition, we may

have detected the incidence of a secondary, aged plume as it came into the area, though this is

subject to interpretation (GOES imagery was not secured to test this hypothesis). Further studies

are addressed in the next section.
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VI. RECOMMENDATIONS

In retrospect the experiment was a qualified success: a subvisual cirrus band was

detected under the conditions that were expected, providing at least a case study for theoretical

consideration. The detection and identification of the Yellowstone Park smoke plume was timely

and will ultimately prove to be very useful. The development of the software to analyze te

aureole and all-sky camera information and some limited analysis of the data was performed.

Finally, the development of software to decode the scale the TOVS and AVHRR satellite data

is about 3/4 complete. This task proved to be very difficult and time-consuming and has only

recently begun to produce ERDAS imagery for verification and analysis. For the limited budget

provided the academic benefits have been very useful and educational, providing a better

understanding of the difficulties in operating a multi-sensor platform. Therefore, we term the

program a success even though all of our initial objectives could not be met in the time-frame

initially considered.

Our recommendations for further work include support for processing the TOVS and

AVHRR satellite data. Baum (1990, private communication) at the NASA Langley Research

Center in Hampton, Virginia has been working on a method to overlay TOVS and AVHRR

pixels in order to improve the information derived from both instruments. Better cloud fraction

estimates are available from the AVHRR image while the TOVS data includes an image in the

6.7 Am water band which is crucial to our theoretical multi-spectral discrimination method. Mr.

Schmidt has been in close contact with Dr. Baum and they have submitted a paper to the July,

1990 AMS meeting on Atmospheric Radiation on this very topic. This work should be continued

in view of the possible benefits that could result.

75-24



Other work that is currently underway is to detect subvisual cirrus under as many

different conditions as possible in order to build a statistical database. Mr. Schmidt has

participated in Georgia Tech's efforts as an ECLIPS node, one of a series of stations set up to

record radiometric, meteorological, and lidar information about the atmosphere as well as video

imagery at their site on a scheduled basis (coordinated with NOAA satellite overflights). Data

collection has occurred twice (during June and November, 1989) and archival is in progress;

however, there is no funding for analysis of this comprehensive database. The radiometric and

video imaging equipment is improved over the WAPEF experiment as is the coordination of the

operation. Subvisual cirrus have been detected in association with cold fronts on three occasions

and also in conjunction with the presence of the jetstream on another. Analysis of this data and

the satellite data is also an area of primary importance requiring support.

Our final recommendation is the implementation of a program similar to the FIRE

program, but geared more toward answering questions of concern to IRSTS, i.e., what is the

visibility (visible and infrared) under different atmospheric conditions? We suggest instrumenting

a Lear Jet with a cold optics radiometer available through W. J. Williams at the University of

Denver (Schmidt, 1988a), a circular-variable filter spectrometer (available from R. Russell at

The Aerospace Corporation), some microphysical instrument pods containing probes such as

Knollenberg 2-D devices, and a two-wavelength mini-lidar (operating at 0.53sim and 1.06 am).

In addition, a ground-based lidar, a radiosonde crew, and ground-based meteorological and

radiometric equipment could easily be implemented, including a 3-D wind profiler in order to

look for gravity-wave frontal systems, the jet stream, and the ITCZ (anter-Tropical Convergence

Zone). All of this activity would be synchronized with satellite overflights to produce a
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comprehensive "snapshot" of the atmosphere under a wide variety of conditions. Moreover, with

enough interest microwave equipment could also be implemented to provide visible, near- and

far-infrared, and microwave information. This type of multi-spectral, multi-sensor packle is

exactly what is required for a complete, thorough study of the upper troposphere and its optical

properties.
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Simulation of Dynamic Task Scheduling Algorithms

for ADA Distributed System Evaluation Testbed (ADSET)

by

Dar-Biau Liu

ABSTRACT

A simulation of two dynamic task scheduling algorithms as

proposed in report (1] has been run on a Digital Equipment

Corporation VAX 8530 for the distributed executives of the

AMPSE (Advanced Multi-Purpose Support Environment). We focused

on a distributed system with four homogeneous computers

connected by SMARTNet. All the simulations were performed in

the Ada programming language under VMS environment.

Simulation results of both algorithms show that average

response times tend to decrease as task interarrival time of

the arriving nonperiodic tasks increase in proportion to its

computation time. The simulation results of the second

algorithm also indicates that the CPU utilization is balanced

among the four computers and the system also guarantee the

majority of these tasks with a shorter average response time

than we expected.
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I. INTRODUCTION.

S

This is a continuation of the research performed at the

Wright Research and Development Center(WRDC), during the 0

summer of 1989, under the sponsorship of the Air Force Office

of Scientific Research(AFOSR) and WRDC/AAAF-3, Wright-

Patterson AFB, Ohio.

We studied the Advanced Multi-Purpose Support Environment

(AMPSE) and developped some dynamic task scheduling algorithms

for the distributed simulation executives of the AMPSE. We

simulated the use of the algorithms for the AMPSE on a VAX

8530 running VMS version 2.0 using the Ada programming

language.

As we mentioned in report (1], the AMPSE's simulation

consists of a set of software models that must be executed at

specified rates in order to provide a realistic environment

to the embedded computer software. Each model contains

algorithms and /or data required to simulate a specific

aircraft system, or part of the external environment.

The AMPSE uses a RS-232 Data Switch, Ethernet, and

SMARTNet for network communication within the system, see

Figure 1. The Data Switch provides manual operation for direct

terminal to computer communication. Ethernet with DECNet

protocol provides non-real time network file transfers

between the various simulation computers during the

initialization and configuration modes.
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The SMARTNet is based on a replicated shared memory

concept. SMARTNet was developed to support real-time

multiprocessor simulation applications. It is the real-time

network used in the AMPSE. With SMARTNet, each computer on

the network has its own local copy of the shared memory. The

shared memory is continuously updated over a high speed slot-

ring network, see figure 2. There is no software overhead to

pass simulation data between various computers in the network,

because all the network protocols are implemented in the

SMARTNet hardware. The protocols are transparent to the

computer and the users. Since any computer on the netwc-k can

have access to the data in the shared memory, any computer can

read or write to these shared data and thus communicate with

other computers on the network.

The system support functions in the AMPSE mainly include

the Simulation Interface, Simulation Initialization,

Simulation Distributed Executive and other subfunctions. The

Simulation Distributed Executives play a major role in the

system support segment. Each simulation computer has its own

executive (local scheduler) to schedule and execute the

simulation models configured to that particular computer. The

local scheduler will schedule the models based on the data

placed in the shared memory by the Simulation Initialization

and Interface. The local scheduler executes the simulation

models when an interrupt is received.
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I

II. OBJECTS OF THE RESEARCH EFFORT.

The current set ur of the AMPSE at WRDC/AAAF-3, contain

simulation computers that are all alike (homogeneous). They 0

are all running at the same speed. There is a SMARTNet node

inside each simulation computer. Each node in SMARTNet has

its own FIFO queue of interrupts to execute the scheduled

models. The execution time of each model is known to the local

scheduler when it arrived. The current system executive is

working in Fortran on MicroVaxes connected with Ethernet and

SMARTNet. There is almost no task scheduling mechanism in its

distributed executive. If there is one we can consider it only

as static, at most. The models assigned to the simulation

computer for execution were predetermined at the configuration

time, therefore the processing power of the computers are not

fully utilized. In report [1], we first conducted a

feasibility study on building a dynamic task scheduling

algorithm for the distributed system when all simulation

computers are homogeneous and connected with Ethernet and

SMARTNet. We also studied the possibility of building a

dynamic one on a heterogeneous system. Two dynamic task

scheduling algorithms for the AMPSE containing homogeneous

simulation computers were proposed in report [1]. We ran

simulations of these algorithms in the Ada programming

language on VAX 8530 under VMS environment in this research

report.
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III. BACKGROUNDS AND SUMMARIES.

This section will serve as the main part of the report.

We will first focus on the distributed system which consists

of 4 homogeneous simulation computers, N1, N2, N3, and N4,

connected by SMARTNet. The simulation of the first dynamic

task scheduling algorithm, which is using the probability of

tasks being served with respect to the length of queue of

interrupts at each simulation computer as outlined at report

(1], was performed using Ada on a VAX 8530 under VMS version

2.0.

In this simulation, an initialization program which

creates input files and a simulation program which simulates

4 computers were written in Ada programming language. The

structure Family of tasks in Ada programming were used to

create 4 simulation computers. The features Time Slicing and

Delay were used to simulate computers running simultaneously.

DEC's Screen Management Package (SMG) was used to create

windows and display texts.

The simulation model, as shown in Figure 4, has a queue

on each host computer, There is a local scheduler and a task

dispatcher residing on each host. The local scheduler

schedules arriving tasks submitted by local users or incoming

tasks received from other hosts on the network for execution.

The dispatcher will reschedule the rejected tasks (tasks that

can not be scheduled locally) to other host on the network

based upon the priority of the each task, and the availability

of the resources on the other host. Each computer is connected

76-7



to the global queues where the dispatcher of each computer can

access the rejected tasks sent by the other computers. The

Architecture Structure Chart for the simulation is shown in

Figure 5, the Data Flow Diagram of the simulation model is 0

shown in Figure 6, the display of the 4 simulation computers

and the SMARTNet Memory is shown in Figure 7.

In this simulation , we show that load balancing in

distributed system can be achieved by using a simple dynamic

probabilistic algorithm as proposed in report (1]. This

algorithm is easy to implement in Ada and is effective as the

results of the simulation shows. The task interarrival time

and the SMARTNET play an important role on the performance of

the dynamic probabilistic algorithm. Figure 8 shows that the

longer the task interarrival time the shorter the response

time for tasks to be executed. This is because the local

scheduler needs time to update the resources which will effect

the response time. Furthermore, the simulation also shows the

effectiveness of the SMARTNet. This is because every time the

local scheduler sends the rejected tasks to other nodes, the

local scheduler will store the rejected tasks in the SMARTNet

memory instead of sending them to the remote host, so local

scheduler does not have to preempt a running task to receive

the rejected ones.

The shorter response time is better for the distributed

system to schedule tasks. If the local scheduler of each

computer has a shorter response time , the distributed system

will distribute tasks quickly to other hosts. This is
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important for the AMPSE's simulation, if the system receives

many tasks in response to a particular flight simulation

situation.

Secondly, we also studied about using the second dynamic

task scheduling algorithm we proposed in report [1]. The

system consists of 4 simulation nodes connected in a slot-ring

configuration with SMARTNet. Each node could contain more than

one processor, but for simplicity, we assumed that each node

in the system contained only one processor. There is a

SMARTNet Node and a local scheduler in each processor. In

addition, there is a global scheduler for the whole system.

There is a SMARTNET Node in the processor where the global

scheduler resides. There is a data structure, STT (System Task

Table) in each SMARTNet Node. Each entry in the STT contain

fields of Computer-ID, Task-Arrival-Time, Latest-Start-Time,

Criticalness, Deadline, and Computation-Time. The entries in

the STT are updated through SMARTNet from each of the

simulation computers. The Architecture Structure Chart for

the simulation is shown in Figure 9, the Data Flow Diagram of

the simulation model is shown in Figure 10.

The local scheduler is activated upon the arrival of a

new task or in response to the bidding which is initiated by

the global scheduler. The local scheduler determines if a new

task can be inserted into the current STT such that all

previous tasks in the STT as well as the new task are

guaranteed to execute. The latest start time is then computed

and put into the corresponding entry in STT. If the new task
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can not be guaranteed locally, or can only be accommodated at

the expenses of some previously guaranteed tasks, then the

rejected tasks are handed over to the global scheduler. The

global scheduler then takes the necessary actions to transfer

the rejects tasks to any alternate computer that may have the

resources required to accept those tasks (using the bidding

schemes as developed by Stankovic, J.A. Et al. (9,10,11,12]).

The dynamic task scheduling algorithm, which is developed

recently by Biyabani and Stankovic, J.A. [1], took care of not

only the deadline of the tasks, but also the criticalness of

the tasks. The Weight Guarantee Ratio (WGR) and the Balanced

Factor (BF) are introduced to improve the algorithm. This

will not be discussed in this report.
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Guarantee Routine:

The local scheduler's guarantee routine, as in

Stankovic (9], is invoked to determine if there is enough

surplus processing power available to execute a newly arriving

task before its deadline. The guarantee routine uses

information from the guaranteed periodic/nonperiodic tasks in

the STT and also future resource utilization of the periodic

tasks. A task can be guaranteed only after ascertaining that

this task does not jeopardize either guaranteed tasks or

periodic tasks with future start times. If a newly arriving

task cannot be guaranteed locally, the task becomes a

candidate for bidding.

Guaranteed tasks are executed according to the

earliest-deadline-first scheme, hence the tasks in the STT are

ordered by deadline and within each deadline by arrival time.

A newly arriving task is temporarily inserted into the STT to

determine if 1) the task conforms to the earliest deadline

scheme and 2) adequate resources are available to schedule the

task.

Insertion prior to a currently preempted task

violates the earliest deadline scheme and is not permitted.

A running task may only be preempted by the scheduler or

bidder and must execute to completion prior to dispatching the

next task. Therefore, insertion of the newly arrived task

will result in its execution after the preempted task

terminates even though the task's deadline is earlier than the

currently running task.
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Resource availability is computed by calculating the

latest start times of guaranteed tasks by considering CPU

resources from the insertion point to the end of the STT queue

and then from the insertion point to the beginning of the

queue. If the task's deadline is greater than the last entry

in the STT i.e., the insertion point is the last entry of the

queue, the guarantee routine will consider all future start

times of periodic tasks that may arrive prior to the newly

arriving task. If a task is currently preempted, its

computation time used must also be considered.

To compute the latest start time of a task requires

the deadlines of all guaranteed tasks to be ordered according

to decreasing deadlines. The latest start time is determined

by assuming that tasks are scheduled at the latest possible

time to meet their deadlines i.e., the latest start time (LST)

for a task is its Deadline (D) minus Computation-Time (C).

LST1 = D1 - C1. If a task's deadline D2 is greater than the

previous task's latest start time LST1, the task's latest

start time will be LST1 - C2, otherwise D2 - C2. If a task is

preempted and has a deadline D3 that is greater than the

previous LST2, the task's latest start time will be LST2 - C3

+ Computation-Time-Used3, otherwise D3 - C3 + Computation-

Time-Used3.

A task is guaranteed when the amount of computation

time available between the arrival time of the new

unguaranteed task and its deadline exceeds its latest start

time.
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Guarantee Routine Improvements:

The improved algorithm relaxes some assumptions made on

the original guarantee routine by Stankovic [9]. These new

assumptions will enable the scheduler to accept all tasks and

guarantee tasks taking into consideration any resources used

by preempted tasks. This results in a more generalized

scheduling routine that maximizes the number of guaranteed

tasks.

The old assumption of task arrival time and deadline

interdependency is evident in the System Task Table indexing.

Tasks in the STT are ordered by their arrival time and within

each arrival time by deadline. Therefore, the arriving tasks

are assumed to be ordered by their deadlines as well. It can

be shown that tasks ordered by arrival time, but not by

deadline may result in a task not being guaranteed when

sufficient resources are available (See figure 11). This

situation also violates the earliest-deadline-first scheme.

Tasks in the improved STT are ordered by their deadline

and within each deadline by arrival time i.e. guaranteed tasks

are executed according to the earliest-deadline-first scheme

and within deadlines by earliest arrival time. It can be

shown that this approach will allow the scheduler to guarantee

tasks of any arrival time/deadline combination (See Figure

12).
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A final assumption made on the improved algorithm will

consider available computing surplus of preempted tasks. If

a surplus xists, the guarantee routine will allocate the

excess resource to attempt to guarantee the newly arriving

task. Thus the guarantee routine will have the maximum amount

of surplus resource to guarantee a task.

Results:

The simulation of the guarantee algorithm on 4 local

computers and a global scheduler solidified our expectations

that load balancing among the processors with the majority of

the tasks being guaranteed and executed with minimal average

response times will occur. The characteristics of the local

computers were based on a set of software models that must be

executed at a specified rate to simulate specific functions in

the environment.

In our simulation model, the task interarrival time for

the computers 1-4 are 5, 13, 40, and 147 units of time for

non-periodic tasks, respectively, and 60 units of time for

periodic task on all local computers. The deadline for the

non-periodic tasks are based on the following formula: D =

current clock + computation time + 10. The simulation runs for
3000 units of time. During this period 834 non-periodic tasks

arrive of which 540, 207, 67, and 20 arrive locally to

computers 1-4, respectively.
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Based on the results from this data we conclude 1) the

percentage of guaranteed tasks decrease as non-periodic task

interarrival times decrease, 2) the percentage of guaranteed

tasks, after bidding, increase as local task interarrival time

increases, and 3) the average response time of guaranteed

tasks tend to decrease as the arrival time increases

proportional to their computation times.

The percentage of guaranteed tasks decreases as more

tasks are arriving due to 1) available resources have been

allocated to previously guaranteed tasks and 2) a non-

preemtable task is executing and runs to completion after

latest start time of newly arriving task(s). Also, as

available resources are being allocated to guaranteed tasks at

computers with lower task interarrival times, the tasks not

guaranteed are sent to the global scheduler for bidding on

other computers. Computers with higher task interarrival

times guarantees many of these bids and also increases as the

task interarrival time increases (See figure 13).

The percentage of tasks guaranteed locally and by bidding

also increases as the task interarrival time increases. The

percentage is based on the number of guaranteed tasks over the

number of locally arriving tasks. A static system can at most

guarantee 100% of its locally arriving tasks. However, in

this dynamic task scheduling environment, we can guarantee as

much as 300% more tasks at a given computer (See figure 14).

Again, this is based on the surplus of computing resources.
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Computers with greater task interarrival time intervals as

compared to the task computation times will naturely have more

computation time available.

Larger task interarrival time intervals also influences

the computer's average response time to execute a task and is

defined as the time a task begins running - task arrival time.

When the interarrival time increases to the point where there

are large contiguous blocks of surplus computing resources and

the CPU in the idle state, the tasks arriving will be

scheduled and executed immediately. Therefore, the average

response times are minimal (See figure 15).

VI. RECOMMENDATIONS,

The dynamic task scheduling algorithms for the

distributed executive in ADSET, as proposed in August, 1989 to

United States Air Force, have been simulated on a VAX computer

at Avionics Laboratory, Wright Research & Development Center,

WPAFB, Ohio. The simulation modeled 5 MicroVaxes in AMPSE

system, 4 of which simulated local nodes running tasks

simultaneously and 1 as a global task scheduler. Communication

between nodes was also simulated in the SMARTNet environment.

The results, as in Section III of this report and in Figures

8,15, show that the performance of the algorithms are better

than the results as shown in the papers by Hsu Huang, C.Y.,

and Liu, Jane,W.S. 1986, [5], and Ramamritham, K., and

Stankovic, J.A., 1984, 1987 [9,14,15]. Based on the results
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found on Section III of this report, I strongly recommend a
further study of these algorithms in the actual environment at

the Avionics Laboratory, WPAFB.

In order to integrate the software system for the
distributed executives into the ADSET, and to conduct a
feasibility study and performance study of the dynamic tasks

scheduling algorithms in the actual environment, I recommend

the following approach:

1) Develop the necessary protocols for the communication
interfaces between a); the distributed executive and the

MicroVax Operating System, b); the distributed executive and

the application programs.

2) Develop all the necessary requirements for the
application programs to run in ADSET's environment at Avionics

Laboratory, WPAFB.

3) to develop an application in the actual environment
for the ADSET and perform a benchmark evaluation and report on

the significant findings.
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I. Liu, D.B., "Dynamic Task Scheduling For The Ada Distributed

System Evaluation Testbed", Final Report, USAF-UES Suimmer Faculty

Research Program, Augrust, 1989.
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Distributed Executive Scheduler
(DES)

NODE 1 NODE2
TASK# 1001 WAfr TASK#20M WAIT
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TASK# w RJ TASK#2001 RUN
TASK# 1001 DONE TASK#2001 DONE

TASK# 3001 WArr TASK#4001 READY
TASK #30 READY TASK84001 RJN
TASK#3X1 RM TASK# 1OCWA~r
TASK#3fli DONE TASK #4001 DONE

SMARTNet
TASK# 100WAIT
TASK# 100SED4

Figure 7 Simulation computers windows
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Task 2

Arriving
Task

Amving Task Insertion
Point

STT Task I (Periodic)

Arrival Time 5

Latest Start Time 6

Computation Time 3

Deadline 8

Task 1

CPU Allocation I I
0 I 2 6 7 8

b.
Arriving

Task Task 2
4

LST I - C2 -1
7ST -Amving Task Insertion

Point

STT Task I (Periodic)

Arrival time 5

Latest Start Time 6

Computation Time 3

Deadline 8

Task 2 Task I

CPU Allocation I//
-1 0 1 2 6 7 8

Figure 11. An example of guaranteeing a task that violates
assumptions in the original algorithr, a) Arriving task inserted by
arrival time. b) Scheduler cannot guarantee arriving task
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e. Task 2

Arriving
Task

Amving Task Insertion Point

STT Task I

Arrival Time 5

Latest Start Time 6

Computation Time 3

Deadline 8

Task I
CPU Allocation "

6 7 8

b.

Arriving
Task Task 2

4

D2 - C2 9 _____________

7 Arriving Task Insertion Point___
STT Task I

Arrival time 5

Latest Start Time 6

Computation Time 3

Deadline 8

Task I Task 2

CPU Allocation WMIM M MI T7
6 7 8 9 15

Figure 12. An example of guaranteeing a task using the relaxed
assumptions. a) Arriving task inserted by Deadline. b) Scheduler can
guarantee arriving task.
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Figure 13. Comparison of Tasks Scheduled
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Figure 15. Comparison of Average Response Times
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1 INTRODUCTION

One of the paramount issues facing the electronic community is to attract and train

engineers in not only learni g the syntax of the VHDL language but also applying it to

the design principles of digital systems. The report cites a course at the upper under-

graduate level and beginning graduate level dedicated solely to VHDL. This course

was taught twice. This course is in the process of becoming a permanent course at

Wright State University and is already accepted as a replacement for a required simu-

lation course. One graduate student has written and defended a master thesis entitled

"A Tutorial in VHDL". Another graduate student is currently designing a processor in

VHDL. A statistical tools set has been added to the VHDL pretty printer tool set

which was started during the Summer Faculty Research Program. There are three

separate appendices. One contains the software product extension of the VHDL pretty

printer tool set that is called the statistic tool set. Another one contains a paper

"Fashioning Conceptual Constructs in Ada" that was presented and published at ACM:

Tri-Ada '90 Industry, Academia, Government, Baltimore, MD. December 3-7 1990.

The last appendix contains a paper, "Design of Expert Systems with Parallel Search

Capabilities", that has been submitted to a journal.

Section 2 describes the influence of the grant on the curriculum at Wright State

University. Section 3 states a brief specification of the the statistical tool set. Section 4

higt'tlights a research paper on fashioning constructs in Ada. Section 5 offers an abre-

viated summary of the activity that occurred during the grant. Appendix I details the

design and implementation of the statistical tools set. Appendix II is the research paper

on conceptual constructs in Ada. Appendix III is the submitted paper on the design of

expert systems with parallel search capabilities.
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2 VHDL IN THE UNIVERSITY CURRICULUM

The IEEE Society standardized VHDL in December of 1987. The history of program-

ming languages clearly reveals that just salient features of a language do not guarantee

its survival. Why one language survives while another fails is a complex issue. Some

factors include the cost and availability of tools, performance uniformity of the

language, the establishment of efficient and useful libraries, and the mechanism to

teach the language. The universities have been the main avenue to spread the aware-

ness and the teaching of a language. Let us consider another heavy government

endorsed language, Ada. Unfortunately, most universities do not teach Ada as a

required programming course and thus consider it as one of many secondary

languages. For VHDL to survive in the private non government section of our com-

puter society it will become necessary for VHDL not to follow the path of Ada but

become integrated as a requirement in the university curriculum.

In the winter quarter of 1990 and again in 1991 Wright State University offered a

course dedicated to the teaching of VHDL and how it applies to the design and simu-

lation of digital devices. The course is aimed at the upper undergraduate-beginning

graduate level of difficulty. This course is in the process of becoming a permanent

course in the curriculum. Furthermore, it is now approved as a replacement for a

required simulation course.

Both VHDL user's conferences of the spring 1990 and the fall 1990 repeatedly

stressed the need for universities to teach VHDL in the curriculum. In sum Wright

State University is helping to fulfill this need and will continue to do so in the future.
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3 THE STATISTICAL TOOL SET

The term source code refers to a software product written in a specific programming

language such as VHDL, Ada, Fortran, and etc. The logical structure of a source code

is a sequence of lexical elements of the language. The list of lexical elements typically

include reserved words, non-reserved words, string literals, numeric literals, and com-

ment literals. The different characterizations of the lexical elements either implicitly or

explicitly define the style of the source code. Letter style defines the case of a letter.

The letter styles of a lexical element of the word VhdL leXicoN are lower case

(vhdl_lexicon), upper case (VHDL_LEXICON), mix case (Vhdl Lexicon) and

unchanged case (VhdL leXicoN). Type style defines the type set of a letter on paper,

and typically consists of numerous variations of the standard type set of roman, bold,

and italics. Shape style defines the features of source code that change when it is

displayed on different devices. Different devices operate on different column widths.

The standard terminal displays an 80 column width, a line printer 132 column width,

and a laser writer various widths depending on parameters such as point size, margin

widths, type size, etc. The shape features expound the management of the "wrap

around" of text lines that extends beyond the column width. Which lexical elements

should be separated in a wrap around, how should the wrap around be accomplished

relative to preserving previous indentation, should the wrap around have a unique iden-

tifying mark? The shape style answers these and other such questions.

One point of activity was the development and implementation of a tool set that mani-

pulates VHDL source code. The objective of the tool set is to provide the programmer

with a mechanism to standardize all the objects of each lexical element category of

each of the three styles. This style uniformity of the objects enchances the readability

of source code. The usage of the tool set saves time for the programmer. Individual

style preference does not effect others in sharing and reusing code. The programmer
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concentrates only on the contents of code as it is scrolled to a screen of a terminal,

workstation, etc. There is no need to hunt for the scroll key or to strain to read an ill

shaped separated lexical element. The laser writer tool saves time in additic, to saving

eye strain on the clarity of print when compared to a line printer. In summary the

fine-grained, isolated control of these styles enhances readability of source code, indi-

vidualizes programming style, and saves the programmer's time.

This report now describes an extension to the completed tool set stated above. The

objective is to capture the frequency count of a particular lexical name (construct) used

in a piece of VHDL code. One immediate serendipity is the ability to count the

number of lines of code where a line of code is defined by a semi-colon. Note a semi-

colon in a comment statement would not be counted. Although a complete, detailed

account of the description of the commands, shell scripts, and code appears in the

appendix, some of the highlights are now discussed.

The command, "vstat-help", dislays in a unix "more" format a help file that describes

the various commands. The command, "vstat creates", resets the internal structure of

the program. The command, "vstatjinput", receives the file names of the VHDL source

files. The command, "vstat.output", receives the lexical names to be counted, such as

any reserved word (entity, loop, etc), simple delimiters (greater_than, apostrophe, etc),

compound delimiters, literals (character, string, bit-string, numeric, etc) and the com-

ment statement. For each lexical name of input this command outputs the frequency

count of the lexical name in each file entered by "vstatinput" and also displays the

sum of these frequencies. These commands coalesce to one command, "vstat". The

command requires that one enters the files to be examined and then a user friendly

prompt guides the user to enter the lexical names. In sum, the statistic tool set can be

used to count the number of entities, lines of code, etc in a set of VHDL source code

files.
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4 RESEARCH PAPER

The paper, "Fashioning Conceptual Constructs in Ada" by Dr. Robert C. Shock, was

accepted for presentation and publication in the conference, ACM: TRI-Ada '90 Indus-

try, Academia, Government, December 3-7 1990 Balitimore Convention Center, Balit-

more MD. The zonference refereed each paper and acc,'pted 34% of the number sub-

mitted. Three thousand people attended the conference. Below is a brief abstract of the

paper. The comnlete paper appears in the appendix.

Software productivity still remains a largely labor-related activity. Productivity has not

increased significantly despite the introduction of many new automated tools and many

libraries of abstract data types. Why? Undoubtedly, these tools and libraries aid the

surface activities of the software process, but fail to capture the difficulties inherent in

the nature of a software product. They offer no viable mechanism.

It is believed that future progress of software productivity depends upon capturing the

essence of software in a unit called conceptual construct [ F. Brooks, "No Silver Bul-

let: Essence and Accidents of Software Engineering", IEEE Computer Vol. 20 No.4

Apr 1987, pp. 10-19 ]. The objective of this investigation is to characterize the concep-

tual construct in Ada code. The objective is met when the control/interfacing structures

of the suftware product can be housed in a unit of code that separa,- s itself from the

specific instances of the data productiots. This control unit can be reused without

alterations for all instances of the data productions. The effect of this separation is

analogous to a haidware chip that houses the logic and control stru ture in a b]. k

box, yet allows vs-ious sets of data to pass through it. The scope of the investigation

characterizes the conceptual construct, details several examples of it, and outlines a

design methodology that uses it. This methodology and a well-known, established one

are both applied to the same problem. The resulting designs are compared. This inves-

tigation leads to these conclusions. To capturTthe notion of software essence requires



two distinct steps. Step one abstracts the problem to a higher level of domain indepen-

dence. Step two separates this level into a control unit and a unit of data productions.

The control unit is reused without alterations for all instances of the data productions.

The success of design reuse is directly proportional to the separation of the control

flow of the program from the data productions.
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5 SUMMARY OF ACTIVITIES:

Conferences attended:

1. VHDL THE EMERGING DESIGN STANDARD, Arpil 4-6 1990
Boston, Massachusetts

2. VHDL USERS' GROUP, Fall 1990 Meetings October 14-17 1990
Claremont Resort & Spa Oakland, California

3. ACM: TRI-Ada '90 Industry, Academia, Government, December 3-7 1990
Baltimore Convention Center, Baltimore, MD

Presented paper "Fashioning Conceptual Constructs in Ada" by Robert C. Shock

Published paper:
Robert Shock, "Fashioning Conceptual Constructs in Ada"

ACM TRI-Ada '90 Proceedings, Baltimore, MD Dec 3-7 1990.

Submitted paper.
Robert Shock, "Design of Expert Systems with Parallel Search Capabilities"

Master Theses in VHDL:

Bassem EI-Zahabi "Design and Implementation of a Tutorial for VHDL"

Captain John Evans USAF -- In process

Software Products:
Robert Shock, Software product: VHDL Statical tool set

B. EL-Zahabi, Software product: VHDL Tutorial

VHDL Instruction at Wright State University

Taught Senior level-beginning graduate level course in VHDL Winter 1990

Taught Senior level-beginning graduate level course in VHDL Winter 1991

It is noted that the above course is currently being processed to become a permanent
course in our computer engineering program.
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APPENDIX I: THE VHDL STATISTICS TOOL SET

The tool sets consists of these commands: vstat-help, vstatcreate, vstatjinput,
vstatoutput, vstat. The help file, the shell scripts, the compile order of the code, and
finally the code appear below.

1. The help file

The execution of vstat help gives the file below in unix "more" format.

-- Analysis of the frequency of a lexical name over a list of vhdl code -

COMMANDS ARE:

> vstat help
-- Effect: unix "more" of this file

> vstat create
-- Effect: create a datastore for the system

> vstat_input filel file2 .. filen
-- Effect: records the analysis of each filei in the datastore

> vstatoutput namel name2 name3 .. namem
-- Effect outputs the frequency count of each lexical namei in each file

of the datastore and also outputs each total frequency count

> vstat filel file2 .. filen
-- Effect: user will be prompted to enter the lexical names
-- The shell script combines vstatcreate, vstatinput, vstat..output

The set of lexical names is:

-- RESERVE WORDS
abs, access, after, alias, all, and, architecture, array, assert, attribute,
begin, block, body, buffer, bus,
case, component, configuration, constant,
disconnect, downto,
else, elsif, end, entity, exit,
file, for, function,
generate, generic, guarded,
if, in, inout, is,
label, library, linkage, loop,
map, mod,

77-9



name, new, next, nor, not, null,
of, on, open, or, others, out,
package, port, procedure, process,
range, record, register, rem, report, return,
select, severity, signal, subtype,
then, to, transport, type,
units, until, use,
variable,
wait, when, while, with,
xor,

-- SINGLE DELIMITER

ampersand, apostrophe, left-parenthesis, right-parenthesis, star, plus,
comma, hyphen, dot, slash, colon, semicolon, less than, equal,
greater-than, verticalbar

-- COMPOUND DELIMITER

arrow, doublestar, assignment variable, inequality, greaterjhan-equal,
less_than-equal, box,

-- QUOT

quotation,

-- SEPARATORS = format effectors, spacecharacter, endfile

horizontaltab, vertical_tab, carriage-return, fine-feed, form-feed,
space_character, end.file,

-- SPECIAL CHARACTERS

sharp, underline, dollar, percent, question-mark, commercial-at,
left bracket, right_bracket, back-slash, circumflex, graveaccent,
rightjbrace, leftbrace, tilde,

-- IDENTIFIER NOT A RESERVE WORD

identifier_notjrw,

-- ABSTRACT LITERAL

integerjiteral,
integer.exponentjiteral,
real-literal.
basedliteral,

CHARACTER LITERAL

characterjiteral,
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-STRING LITERAL

string-iteral,

BIL-STRINGLITERAL

bit-String..B, bitstringO, bitstringX,

-COMMIENT

comment

0 2 THE SHELL SCRIPTS

# shell scripts for these commands: vstatjhelp, vstaLcreate, vstat-input, vstatoutput. vstat

#!/bin/sh
# vhdl -statji elp
cat $bin_vhdl_tools/helpstatjlexicon.file I more

#!/bin/sh
# vstat create
nl Itxnplfilel.stat
echo "/txp/filel1.stat" I $bin-vhdltoolsvhdl_statistics_create.e

#!/bin/sh
# vstatjnput
for file do

echo '/tmp/filel.stat" > /tmpl$$.tmp
echo '$file" >> /tzp/$$.tmp
cat /tmp/$$.tmp $file I $bin..Vhdl-jools/vhdi..statisticsjinpuLe

done
rm /tmp/$$ imp

#!Ibin/sh
# vstat -output
echo'"
echo " Enter characters to partially match a lexical name"
echo " exit with any non-lexical characters such as I
echo "
echo "/tmp/file1.stat > Itinp/$$.tmp
cat Itmnp/$$.tmp - I Sbin..yhdltools/vhdl-statistics-output.e
fin /tmp/$$.unp
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d

#!/bin/sh
# vstat
echo "/tmpfile 1.stat" I $bin..vhdLtoolsvhdlsatisics..crete.e
for file do

echo "/trp/file 1.stat" > /tmp/$$.tinp
echo "Wfie" >> Aip/$$.tmp
cat /tmp/$$.tmp Wfie I $bin_vhdl_toolslvhdl-Statistics~jnput.e

done
echo ""
echo" "
echo " Enter characters to partially match a lexical name on each line"
echo " exit with any non-lexical name such as I
echo" "
echo "/tmpffilel.staf" > ItrnplS$.tmp
cat /tinp/$$.tmp - I $bin VhdLtools/vhdl statistics-output.e
rm Itmpl$$.tmp
rm /tmp/filel.stat

3 COMPILE ORDER OF ADA CODE

UNIT. lexicon

-compile units IN ORDER

io-unit_.a
io_unit__.a

transliterawe-n_.a

compile these IN ORDER

vhdl-lexicon-.a
vhdl_name,_.a

vhdlnpame_.a
vhdl~build_.a

vhdlbwld_.a
vhdl lexicon_.a
vhdljlexicon~statistics__,a

-These are Lhe programs, compile in any order

vhdl statistics-create.a
vhdl-satistics.input.a
vhdl_statistics..outputa

4 THE ADA CODE

The Ada code begins on the next page.
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-Author: Robert C. Shock, Dept of CS & CEG Nright State University
-In cooperation with: WRDC/ELBD NPAFB Dayton, ON

with vhdl-lexicon;
with direct io;

package vhdl lexic .&_statistics is

type name-array is array ( vhdl-lexicon.element-name ) of natural;

type subtype_array is array ( vhdl-lexicon.element-subtype ) of natural;

type type_array is array ( vhdllexicon.element type ) of natural;

procedure analyze;
-Effect: iterate code from standard Input counting values of element-name, element_
-- subtype, element-type

function is element name return name-array;
-- Effect: returns name-array as defined by the call to analyze

function is element subtype return subtype_array;
-- Effect: returns subtype_array as defined by the call to analyze

function is element type return type array;
-- Effect: returns type_array as defined by the call to analyze

package manage is

type statistic is record
the names: name array :-(others ->0
the-file name: string I .. 100) : others-> )
the -file name length: natural :- 0;

end record;

package file is sum direct-io (element-type ->statistic )
use file;

-- PASSIVE ITERATOR --

generic

with procedure process(
-- the Iterate data -

the record: in statistic;
continue: oft boolean )

procedure iterate ( the-fileyvariable: La out file.file-type )

-- PASSIVE ITERATOR WITH PARAMETERS --

generic
-- external data --

type external-typ. in is limited private;
type external t ype in out is limited pri~fk;



with procedure process
-- the external data -

the external-data in: in external type in;
teexternal-data-in-out: in out eternal-type in out;

-- the file variable: In out file.1file type;
7-- ehe iterate data --

the record: in statistic;
continue: ol c boolean );a

procedure iterate -withyparameters(
the -file -varie le: La out file.file-type;
the_external adta. in: in external type_ in;
the-external~aata-in-out: in out external types-in-out )

end manage;

end vhdl-lexicon-statistics;

---------- PACKAGE BODY ADALExICONSTATIrSTICS------

with vhdl-lexicon;
package body vhdl-lexicon-statistics is

type type -null is record
null;

end record;

type count-structure is record
the-type: type_ array :- ( othere -> 0 )
the-subtype: subtype array : - ( other* - 0 )
the name: name-array :-(others -> 0 )

end record;

g_counter: count-structure :
others ->0
others- 0 )
others- 0 ))

procedure count(
-- external data -

the-external in: La type-null;
the counter: La out count-structure;

7:- Internal data: object being Iterated -

the-value: La string;
the-type: in vhdl loxicon.element-type;
the-subtype: La vhdl-lezicon.ele 'int subtype;
the name: La vhdl lezicon.slemez -name;
con~tinue: out boolean );

procedure iterate and count nms is new vhdl-lexicon. iterate-vhdl-code-withparameters
external type in -> type null,
external type-in out -> count-structure,
process Z> count );

-- code -

procedure count(
-- external data -

the external inL type-null;
the-counter:- out count structure; 77-14

-- Internal data: objecet being Iterated --



the value: in string;
thetype: in vhdl lexicon. element type;
the subtype: in vhdl-lexicon.elementsubtype;
the name: in vhdl lexicon.element name;
continue: out boolean ) is

begin
the counter.the utype ( the-type ) :- natural'succ ( the-counter.thet ( the-type
the counter.the-subtype ( the subtype ) -natural'succ ( the-counter.the-subtype
thesubtype ) );

the counter.the name ( the-name ) :- natural'succ ( the counter.the name ( the-name ) );
continue :- true;
end count;

procedure analyze is

valuenull: type-null;

begin
g-counter :-(

others -> 0 ),
others -> 0 ),
others-> 0 ) );

iterate and count names
the external_data in -> valuenull,
the external datain out -> g_counter );

end analyze;

function iselementname return name-array is
begin
return g counter.the name;
end is-element name;

function iselementsubtype return subtype_array is
begin
return g counter. the subtype;
end is-element subtype;

function iselementtype return typearray is
begin
return g counter.thetype;
end iselement type;

------------------------------- BODY MANAGE

package body manage is

-- PASSIVE ITERATOR --

procedure iterate ( thefile variable: in out file.filetype ) is

the record: statistic;
continue: boolean :- true; 77-15
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file.reset ( the file variable )
while ( not file.end of-file ( the_file variable ))and continue 10"o

file.read ( the -file-variable, the-record )
process ( the-record, continue )

and loop;
end iterate;

-- PASSIVEr ITRATOR WITH PARANE TAS

procedux iterate wit hyarameters(
the -file -variable: in out file.file type;
the -external -data in: in external_type_,in:
the@_external_data~in out: in out external-type_in-out )is

the record: statistic;
continue: boolean :- true;

begin
file.reset ( the file variable )
while ( not file.end of file ( the file variable ) ad continue looP

file.read ( the file-variable, the record );
process ( the external-data-in, the-external-data in out, the-record, continue )

end loop;
and iterate-vithjarameters;

end manage;

end vhdl lexi con statistics;

-Author: Robert C. Shock, Dept of CS & CEG Wright State University
-- n cooperation with: WRDC/ELBD NPAFB Dayton, ON

with vhdl lexicon-statistics;
with io-unit;

pzoceduze vhdl statistics create is

the-file-variable: vhdl-lexicon statistics .manage. file, file type;

function name is ( the-value: in string ) return string is
begin
return the value ( the value' first .. the value' last - 1 )
end name-is;

begin
vhdl lexicon statistics.manage.file.create

the file variable,
vhdl lexicon statistics. manage. file. inoutf file,
name-is ( io unit.next line-is

vhdl-lexicon statistics .manage. file. close ( the file vaxiable )

end vhdl-statistics create; 77-16



-Author: Robert C. -k, Dept of CS & CEG Wright State University
-In cooperation with: NRDC,'ELED WFAFB Dayton, OH

with vhdl lexicon-statistics;
with io-unit;

procedure vhdl statistics input is

-ASSU14PTION: standard input has this precis* format:
-- name-of data store file (line 1 )
-- name of-file~to bprcse ( line 2)
-- source-code of file tobeprocessed

g_the -file -variable: vhdl -lexicon -statiatics.inanage.file.file-type;
g_the -input-record: vhdl iexicon-statietics.manage.statistic; -- record to be inserted
g_t he-file-record: vhdl-lexicon statietica.manage.statistic;

function name is ( the-value: in string ) return string is
-- assume the value Is a line whos* last character Is an end line delimiter

begin
return the-value ( the value'first .. the-value'last - 1I)
end name-is;

procedure asaign_ name (tot in aft vhdl_'Lexicon statistics.imanage.statistic) is
procedure extract (the-value: in string )i
begin
to.the-file name length :- the value'length -1;

if to.the -file-name length > to.the file name'length then
to.the-file-name length :- to.the-file name'length;

end if;
to.the -file name ( I .. to.the-file name length)

the value ( the-value'first .. the-value'first + to.the-file-name-length I )
end extract;

begin
extract ( io uziit.next line is )
end assignnam;

begin
-- open the data store

vhdl-lexicon-statistics.manage.file.open
g_ the file variable,
vhdl lexicon statistics .manage .file. inout-file,
name -is ( io-unit.nextlineis)

-assign values to the Input record, the on* to be inserted, g the input record
assign name ( to -> g_the_input record )
rhdl lexicon statistics, analyze;
;_the-input_record.the-name :- vhdl-lexicon-statistics.is element-nam;

-- add the q the input record
-- If the file-name Is not In the data store than append the record
@I es* write over previous the value
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while not vhdl lexicon statistics.manage.file-end of file ( g t he file variable ) loop
vhdl-lexicon-statistiics.manage -ile.read (g_thie-file-variable, g-the-file record )
it g_the_tile-record.the-file-name-length -g_the-input_record.the-file-name-length and
then

g_the-input_record.the-file-name ( g-the-input_record.the-file-name' first
g,_the input-record.the-file-name'first + g_t he-input-record.the-file-name-length-

g_the_file -record.the -file -name ( g_:the file -record.the -file -namelfi-st
g_t he_file-record.the-file-namefirst + 7g_th e-file-record.the-file-name-length -I
then

-- case: write over previous v-alue & return
vhdl lexicon-statistic.nanage.file.write(

iteom -> g_the_input -record,
to -> vhdl lexicon statistics.manage.file.positive-coulpred
vhdl lexicon statiitics.manage-file.indez ( g_t he_file-variable ))

file Z> g_ the file variable );
vhdl lexicon statistics manage.file-close ( g tefil~aibe)
return;

end if;

and lop;_ case: input record is unique, so append Input record
vhdl -lexicon -statistics.rnanage.file.write ( g_the -file -variable, g_.the-input_record);
vhdl-lexicon *l.atistics.manage.file.cloae ( g_the-file variable )

end vhdl-stat itic3-input;

-Author: Robert C. Shock, Dept of CS & CEG Wright State University
-- n cooperation with: NRDC/ELED NPAFB Dayton, OHl

with vhdl lexicon;
with vhdl~lexicon -statistics;
with text-io;

procedure vhdl sta+1.9tics-output. is

-- ASSUMTIONS: standard input must be of this format:
-name of data store file
-partial -name of lexical unit ( such as oet for entity)

-exit program by typing any symbol that is not a name such as

type type null is record
null;

end record;

package natural -io is new text -io .integerio ( natural )
package name-io is new text io.enueration-io ( vhdl-lexicon.element-name )

gthe file-variable: v:.dl 1' on statistics .manage. file. file type;
gthe-totzl1: vhdl lexicon-st -stica.name~array :-(others -> 0 )
g_.the namt: vhdl 'lexicon.element-name;
g-found: boolean :- false;
q null: type-null;

--II////IUSE PASSIVEr ITEP.ATOR TO DISPLAY VALUES IN THE FILE/////-

prooedur put
the-name: in vhdl lexicon.element-name;
the -null: in oft type--null; 77-18
the record: in vhdl lexicon statistics manage. statistic;



continue: out boolean )

pocedure display-files is new vhdl lexicon-statistics.manage.iterate_vithyparamers
vhdl lexicon. element-name,
type-null,
put )

-- II////IUSE PASSIVE ITEP.ATOR TO COW UTE THE TOTAL VALUES IN THE FILE l/I/-

procedure sum
the-null: in type_null;
the total: iii out vhdl lexicon statiatics.name array;
the record: in vhdl leiicon statistics.manage.statistic;
continue: out boolean );

procedure compute_sum is new vhdl-lexicon-statistics.manag.iteratewith-parsmters(
type_null,
vhdl lexicon stat istics.name array,
sum );

-subprograms --

procedure put ( the-name: in vhdl-lexicon. element-name;
the null: in out type null;
the-record: in vhdl lexicon statistics.manage.statistic;
continue: out boolean ) is

begin
..ontinue :- true;
natural-io.put (the-record.the-names ( the-name ),12, 10 )
text io.put ( 0 )
vhdl~lexicon.put (the-record.the-file-nme I the-record.the-file-name-length ))
text io.new line I )
and put;

procedure sum
the-null: in type_null;
the total: in out vhdl lexicon statistics.name array;
the record: in vhdl lexicon ataitistics.manage.statistic;
continue: out boolean ) is

begin
continue :- true;
for name in vhdl-lexicon statistics.name array'range loop

the -total ( name ) :,- the-total ( name ) + the-record.the-names name )
end loop;
end sum;

-- /I/I///IGET NAME FROM A STING OF INPUT /I//III-

function line -is return string is
the char: character;

begin
if text io.end of line then

text io. skip line;
return WO

else
text io.get (the-char )
return ( 1 -> the-char )£line-is;

end if; 77-19
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function isgetting_name ( the value: in string ) return string is
thefirst: natural :- the value'last + 1;

begin
for i in the value'first the value'last loop

if thevalue ( i ) /- ' " and then the-value ( i ) I- ascii.ht then
the first :- i;
ezi;

end if;
end loop;

if the first > the value• last then
return isgettingname ( lineis );

end if;

for i in the first + 1 the value'last loop
if the value ( i ) - I ' or thevalue ( i ) - ascii.ht then

return thevalue ( the_first .. i - I );
end it;

end loop;

return the value ( the-first .. the value'last );
end is_getting_name;

-- ///////////////////// MATCH INPUT STRING TO A LEXICAL NAME /////////////////// --

procedure match ( the-string: in string; thename: out vhdllexicon.elementname; found:
out boolean ) is
thevalue: string ( 1 .. 6 ) : o (others-> " )
the-buffer: string ( 1 35 ) :- o (Others -> • )
the-length: natural :- thestring'length;

begin
name io.defaultsetting :- textio.lowercase;
found :- false;
the name :- vhdl lexicon.element name'first;
it the string'length > the value'length then

the length :- thevalue'length;
and Lif;
the value ( 1 the length ) :- the-string ( the-string'first the string'first +
the-length - I );

if the string•length - 2 then
the value ( 3 .. 5 ) :w( P', 'i','d');
the-length :- 5;

elsif the string'length - 3 then
the value ( 4 .. 6 ) :- ( '_, 'i','d' );
the length :- 6;

elsig the string length - 4 then
the-value ( 5 .. 6 ) - ( " " "i" )
the length :- 6;

elsif the string"length - 5 then
the value ( 6 ) :- "-";
the length :- 6;

end if;

for name in vhdl_lexicon.element name loop
name io.put ( to -> thebuffer, item -> name );
if the value ( 1 the-length ) - the buffer ( I .. the-length ) then

found :- true;
the name :- name;
return;

end if; 77-20
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the length :- the-atring'length;
it tihe-at ring' length > the value' length then

the length :- the value' length;
end i;

for name in vhdl lexicon.element name loop
name io.put (to ->the-buffer, item -> name )
it theo value I the-length )-the-buffer I the-length )then

found :- true;
the name :- name;
return;

ennd it;
edloop;

found :- false;
end match;

m.gin -- MAZN CODE -

rhdl-lexicon-statistics.manage.file.open(
gt.he file variable,
vhdl-'lexicon-statiatica.manage.file.inout-file,
is_getting name ( line-is)

,ompute-awn ( g_the-file-variable, gnull, g_t he total )

Loop
match ( is getting__name (line-is ), g_t he-name, g-found )
ezit when not gfound;

text -io.raev-line;
text io.put ( W** " )
vhdl~lexicon.put (g_the_name )

text io.new line (2 );
display_files ( g_the file-variable, g_ the-name, g_null )
text -io.put_line ( 0---------a)
natural-io.put ( g_the-total ( gthe-nae) 12, 10 )
text -io.put_line ( 0 T 0 T A L" )
text -io.riev-line ( 2 )

ind loop

rhdl-lexicon-statistics .manage. file. close ( g_the-file-variable )

izoeption

when others -
it vhdl lexicon statistics.manage.file.is open ( g_t he file variable) then

vhdl lexicon-atatistics.manage.file.close ( g_t he-file-variable )
end if;

ind vhdl-statistics output;
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APPENDIX H: FASHIONING CONCEPTUAL CONSTRUCTS IN ADA

Fashioning Conceptual Constructs in Ada

Robert C. Shock

Abstract. It is believed that future progress of software productivity depends upon capturing the

essence of software in a unit called conceptual construct [BRO87]. The objective of this investi-

gation is to characterize the conceptu-l construct in Ada code. The objective is met when the

control/interfacing structures of the software product can be housed in a unit of code that

separates itself from the specific instances of the data productions. This control unit can be

reused without alterations for all instances of the data productions. The effect of this separation

is analogous to a hardware chip that houses the logic and control structure in a black box, yet

allows various sets of data to pass through it. The scope of the investigation characterizes the

conceptual construct, details several examples of it, and outlines a design methodology that uses

it. This methodology and a well-known, established one are both applied to the same problem.

The resulting designs are cornpared. This investigation leads to these conclusions. To capture

the notion of software essence requires two distinct steps. Step one abstracts the problem to a

higher level of domain independence. Step two separates this level into a control unit and a unit

of data productions. The control unit is reused without alterations for all instances of the data

productions. The success of design reuse is directly proportional to the separation of the con-

trol flow of the program from the data productions.

1. INTRODUCTION

Software productivity still remains a largely labor-related activity. Productivity has not

increased significantly despite the introduction of many new automated tools and many libraries

of abstract data types. Why? Undoubtedly, these tools and libraries aid the surface activities of

the software process, but fail to capture the difficulties inherent in the nature of a software pro-

duct. They offer no viable mechanism to reuse designs. Future progress depends upon capturing

the essence of software in a unit called conceptual construct. This investigation establishes a77-22



characterization of the conceptual construct in Ada code that compiles, serves as a reusable

design mechanism, and houses the abstract control unit of a software product. The control unit

divorces itself from the data productions. It is orthogonal to the abstract data type; the latter

serves as a container for data while the former serves as a container for the software essence

(control flow).

The mandate for the use of the Ada language in Department of Defense software systems

settles the question of what language to use in the implementation phase of the software cycle.

One of the many reasons for the development of Ada was the necessity to understand and use

one language, not three hundred. A serendipity of this mandate occurs when the specifications

and designs are stated in Ada. The simplicity of only one language replaces the complexities of

many, and clarity replaces misunderstandings and ambiguities in the software cycle. One reason

for developing the conceptual construct in Ada adheres to the principle of complete communica-

tion in Ada whenever possible. However, a substantial amount of current activity is engrossed in

how to interface the programming language Ada to areas of design methodologies, Artificial

Intelligence, expert systems, relational data bases, structured query languages, graphics, and win-

dowing. Many of these activities suggest extending Ada or embedding other languages in Ada.

Another goal of a good language is to provide good abstractions. The Ada generic unit allows

for lucid abstractions within Ada, whereas the conceptual construct exemplifies abstractions

derived from Ada.

There have surfaced over the years many synonymous expressions that migrate to the

notion of abstraction followed by separation. The equation, data structure + algorithms = pro-

grams [WIR76] lays the foundation of research for identification and separation of these com-

ponents. Abstract data types were born and various characterizations have evolved on how to

describe them, represent them, and use them. Books abound on data types. The concepts of

knowledge and reasoning emerge from the Artificial Intelligence community. The equation,

knowledge + reasoning = systems [FOR84J, states succinctly their thrust. From the software

engineering community springs the esoteric equation ( derived from [BR0871 ), accidents +
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essence = software product. The significance, as well as the difficulty, of this equation lies in

separating these components because to seize the essence requires an abstraction of at least one

level above the product software itself. However, it is this abstraction that can be reused and

applied to many other problems that seem to appear at the problem level to be entirely different.

This investigation leads to this conclusion. To capture the notion of software essence requires

two distinct steps. Step one abstracts the problem to a higher level of domain independence.

Step two separates this level into a control unit and a unit of data productions. The control unit

remains invariant for all instances of the data productions. The success of design reuse is

directly proportional to the separation of the control flow of the program from the data produc-

tions. Put another way the control flow should be domain independent.

2. THE CONCEPTUAL CONSTRUCT

The philosophy of reusability rests on this principle: the reisability of an object necessi-

tates the object being restored to its original state after the completion of the job. Put another

way the state of the object must remain invariant under all uses of the object. The final state of

the reused object is independent of any particular job. When the job pertains to the development

of a software product the product must be partitioned into two almost disjoint subunits that com-

municate via a domain independent channel. One unit encases the high level control and logic

structure. The other unit encloses all of the data productions. Hardware design thrives on this

type of separation. A chip houses the stationary, fixed logic unit while the signals (data) pass

through the unit. A similar method being researched in optical computing fixes the logic on a

medium and rearranges the data to pass through the medium. Furthermore, the isolation and cen-

tralization of the control portions of the program lessens the burden of proving program correct-

ness.

Effective software design embodies the basic concepts of abstraction, information hiding,

modularity and locality. These concepts guide the software design of the data production of a

conceptual construct. One outgrowth of these concepts fashions the requirement that packages

be functional independent whenever possible. That is, the functionality of the packages should
77-24



be "single-minded". The design efforts simultaneously strive for functional cohesion of a pack-

age and no direct/data coupling of packages.

A descriptor mechanism defines each construct. The descriptor has five units of informa-

tions. The name is a label that identifies and references the construct. The description unit suc-

cinctly states the objectives and specifications of the construct. The data production unit lists the

names of the packages that abstractly support the structure and operations on the data. The con-

trol unit captures the control flow of constructs. This unit is domain independent, reusable and

remains invariant under all instances of the data productions. The example unit enumerates

source files that describe problems and their associated solutions that use the construct. Figure 1

specifies the descriptor of the data-sourcetosink construct.

-- Name: datasourcetosink
-- Description: The objective is to transfer each item from a source of data to a sink of data.
-- The specification states the order of transfer is invariant, that is, the order of data
-- established from the source is the same order received by the sink.
-- Data Productions:
-- package data defines the item type
-- package datasource serves as a source of data from outside the system
-- package data-sink serves as a sink of data to outside the system

Control unit:
-- procedure datasourceto_sink transfers each item of the data source to the data sink
-- Examples:

Figure 1. The descriptor for the data_sourceto_sink construct

The previous design principles permeate to the fashioning of subprograms. Subprograms

are functional independent whenever possible. Furthermore, the supporting code segments

endorse the principle of linearizing the control flow of a program. The techniques of avoiding

unnecessary loop statements and unnecessary decision statements whenever possible assist in

linearizing code.

Ada packages house the data productions of the conceptual construct. Figure 2 below

defines some of the code specification of the datasource_to_sink construct.

package data is
type item is record

null;
end record; 77-25



end data;

package datasource is

function value isknown ;urn boolean;
-- return, when an i -n exists in the data_,source that has not been passed outside the source

-- otherwise return false

procedure begins; -- places the data jource mechanism to a state for exporting data

procedure get ( the_itemout: out data.; m );
-- PRE-CONDmON: the selector 'vamuejs_known' returns true.
-- assigns a value to the 'thejtemout' that has not been passed outside the source

procedure ends; -- places the daia_source mechanism to an inactive/closed state.

end datasource;

Figure 2. Data productions of the datasource-to sink construct

The specification of the data,_source package is not unique because there are several w-'ys

to specify a source production. The role of the selector, "valueisknown", is to test for the

existence of an item in the source that has not been passed outside the source system. There are

alternative ways to implement the role of the selector. One alternative replaces the role of the

selector with an exception. The procedure "get" raises this exception only when the state of the

source is equivalent to the selector "value-isknown" returning false. Another alternative

removes the select,r and places the role of the selector in a status flag ( boolean variable ). This

status flag is inse.,ed in the procedure "get". Each alternative dictates a decision to be made in

the procedure "get". The previous discussed design criteria forces the "get" procedure of the

data-source package to fulfill only one role and to avoid making a decision of whether to pro-

cess or not to process a data item. Put another way the decision relative to the existence of a

data item to be processed is separated from the activity of processing the data item. A serendi-

pity of this functional independence enhances software quality by reducing the complexity of the

functionality of a subprogram.

Four requirements must be met for the control unit of a conceptual construct to be reuse-

able. Firstly, the control unit must be domain independent, that is, the data is abstracted to a

level where the specific data values have no effect in the fashioning of the control unit.
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Secondly, the control unit must capture all of the interfacing control code of the data produc-

tions. Thirdly, the control unit must honor all specifications, particularly the PRE-CONDITIONS

of the subprograms of the data productions. Fourthly, the control unit must honor all

specifications of the construct. The control unit of Figure 3 meets these four requirements for

the data-source_tosink construct. The reader must infer the specification of the package

DATASINK because of limited space.

procedure data_sourceto-sink is
value: data.item;

begin
datasource.begins;
DATA_SINK.BEGINS;

exchange-loop:
while data source.valueis known loop

datasource.get ( the_item_out => value ); --specification preserve order
DATA_SINK.PUT ( the_itemin => value);

end loop
exchange-loop;

datasource.ends;
DATA_SINK.ENDS;
end datasourceto_sink;

Figure 3. Control unit of the datasourcetosink construct

Consider the problem of printing each item of a sequential file to standard output. Abstract

the problem beyond its statement domain. The problem is to pass each item of a data source

(the file) to a data sink (standard output). Code the data production packages: data, data-source,

data_sink. Clearly, the data-source package mirrors a subset of the Ada package sequential-io.

Datasource.begins calls the open operator, datasource.ends calls the close operator,

datasource.valueis-known calls the end of file operator, and data.source.get calls the read

operator. Note, the power of this conceptual construct allows one to solve the problem by

attending only to the data productions. The activity of data productions are self contained. The

control unit, a procedure, encapsulates the entire interface of the two data productions.

3. SOFTWARE GROWTH OF A CONSTRUCT

Brooks advocates the growing of software but not the building of it. The numerous benefits
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of this philosophy have been clearly articulated [BR87]. A finite data set is said to be parti-

tioned into subsets if the union of all the subsets is the data set and the subsets are pairwise dis-

joint. The subsets are called partitions and the data set is called a partitioned data set. This sec-

tion outlines the growth of the data_source_to_sink construct to a construct that processes a par-

titioned data set. The partitioned subsets are passed to the sink of data. The grown construct will

be used in the next section.

The characterization of a partitioning of a set of data rests on this assumption. Assume that

a subset of a partition set is nonempty. Then there exists a membership boolean test that when

applied to any item determines whether or not the item belongs to the partition. Figure 4 shows

the extension of the data production of Figure 3. The function, "isjn_partition", houses the

membership test. The procedure below, "definepartition", signals the beginning of the next par-

tition.

package datasource is
-- include the subprogram specifications of Figure 3

procedure definepartition ( use_the._itemin: in data.item);
-- defines a new partition whose first element is 'usethe_item_in'

function is in..partition ( theitemin: in data.item ) return boolean;
-- PRE-CONDITION: a partition exists and is non empty
-- returns true when 'theitem-in' belongs to the partition otherwise returns false

end datasource;

Figure 4. A data production for the partitiondatasource_to_sink

The growth of the data sink requires the existence of two procedures. One procedure sig-

nals that the last item of a partition has been processed by the procedure DATA_SINK.PUT.

The procedure DATA_SINK.ENDPARTITION codes this signal. The other procedure defines a

new partition by importing the first item of the partition. Procedure

DATASINK.DEFINEPARTITION captures this requirement. Note, the procedure does not

process this item because the processing of items is relegated only to one procedure,

DATASINK.PUT. The reader must infer the details of the specifications of the package

DATASINK because of limited space.
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The control unit must be expanded to accommodate changes made in the data productions.

The state of the data source being empty must be isolated and processed separately. The most

significant change lies in the enforcement of the precondition predicate of the function

"datasource.isin-partition". This predicate requires the partition to be nonempty. The first item

of the data source defines the first partition which must be completed before entering the

exchange loop. The function, "datasource.isin_partition", examines all other items for

membership in the current partition. The ending of one partition and the beginning of the next

partition must be processed within the exchange loop. Figure 5 displays the code details of the

control unit of the partitiondatasource_to_sink construct.

procedure partitiondata_source_to_sink is
value: daaitem;

begin --
datasource.begins;
DATASINK.BEGINS;
if not datasource.value_isjknown then -- check for empty source

data source.ends;
DATA_SINK.ENDS;
return;

end if;

datasource.get ( theitem_out => value); -- initialize exchange loop
datasource.definepartition ( use_thejtem_in => value );
DATA SINK.DEFINE_PARTIION ( use_the_itemjin => value);
DATA_SINK.PUT ( theitem_in => value);

exchange-loop:
while datasource.valueis known loop

data.source.get ( the_item_out => value);
-- begin growth --

if not data_source.is_inpartition ( theitemin => value ) then
DATA_SINK.END_PARTITION; -- end current partition
data_source.definepartition ( use-the_item_in => value );
DATASINK.DEFINEPARTmON ( use_theitem_in => value);

end if;
-- end growth --

DATASINK.PUT ( theitem_in => value);
end loop

exchangejloop;

DATA_SINKMEND_PARTITION;
data-source.ends;
DATASINK.ENDS;
end partitiondatasourcejtosink;

Figure 5. Control unit of the partition_datasource_to_sink consuuct
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4. A COMPARISON OF TWO DESIGN TECHNIQUES

The objective of this section is to compare the results of two design methodologies applied

to an inventory problem found in rFAI85, p.1"751:

An input file consists of a collecuon of inventory records sorted ,y part number. Each record
contains a part number and the number of units of that item issued or received in one transac-
tion. An output report is to be produced that contains a heading and a net movement line for
each part number in the input file.

The Jackson Structured Programming design technique applied to this problem appears in

systematic detail in [FA185 pp.175-179]. A portion of the transfer from diagrams (structured

caarts, tables, hierarchical charts, etc) to a schematic logic representation as in [FAI8 Figure

5.26] is shown below.

BEGIN PROGRAM
OPEN FILES
WRITE HEADING
ITERATE WHILE NOT (END-OF-FILE)
SET NET-MOVEMENT TO ZERO

These symbolic-display based designs are domain-value oriented and require considerable

alternations for each change in the data productions. The design is domain dependent and inter-

mixes continuously sequential programming constructs with control programming constructs.

'here is no abstraction. There is no separation of the control unit from the data productions, and

thus program correctness is more difficult to access than those designs with separation of the

control unit. These features of domain dependency and lack of separation of the control unit

from data production substantially impede the reusability of the design without alternations.

Assume an inventory record has this format:

type movement is ( issue, receive);
type partnumber is new natural;
type item is record

the.par: part-number;
the operand: movement;
the-amount: natural
end record;

Assume the notation below represents a portion of the input file of inventory records.

< (25,receive,41), (25,issue, 10)> < (31,receive, 18), (31 ,receive,5)>
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The design technique of abstraction followed by separation is now analyzed. The technique

views the problem as a transfer of specialized subsets of data (sorted partitioned units) from a

source of data to a sink of data. The rule to partition the data set requires that two values belong

to the same partition provided that the values agree on some component value, the part number.

Each item of a partition must be separately processed. Furthermore, the flow from the end of

one partition to the start of the next partition must be interrupted for processing a report. Next

consult the library of conceptual constructs and search for those concepts that process a parti-

tioned data set. The conceptual construct, partition-data-sourcetosink, models this abstract

analysis.

The implementation of the conceptual construct reduces to writing code for the data pro-

ductions. The logic of the program, that is, the interfacing of the data productions, has already

been tested and accepted as correct. In essence the design is being reused. The only task that

remains is to accurately code the data productions. Assume the package data defines the above

inventory record. Figure 6 shows the code for the package body but not the specification of the

data sink.

package body DATASINK is
global-part: data.part_identifier;
globalnet: integer := 0;

procedure BEGINS is -- places the data-sink mechanism to a state for importing data
begin -- open inventory file & a report header, author etc -- end;

procedure PUT ( the_item_in: in data.item ) is
-- receives once each item, "the..item-in", from the data._source

begin
if data."=" ( theitem in.the_movement, data.issue ) then

global_net := global_net + the_item_in.he_amount;
else

global-net := global_net - the_item_in.the_amount;
end if;
end PUT;

procedure ENDS is -- places the data source mechanism to an inactive/close state.
begin -- close inventory file -- end;

procedure DEFINE-PARTITION ( use-the-itemjin: in data.item ) is
-- only defines a new partition 'usethe_itemin'

begin -- set parameters for start of new partition
globalpart := usejhis item in.the part;



globaLnet := 0;
end DFINE._PARTITION;

procedure ENDPARTITION is -- identifies the end of the partition
begin -- print header include part number ( global-part )--
-- print net movement ( globaLnet ) end;

end DATASINK;
Figure 6. Package body of the datasink for the inventory problem

The Jackson Structure Programming design technique requires the designer to access and

change the algorithm (program control) for each new application. The technique of modeling to

a conceptual construct requires the designer to code only the data productions. The main benefit

is that the control unit is never altered and has been accepted as a correct program. Only the

subprograms of the data productions need to be tested. The code for these subprograms are

functionally independent which fosters simple, single-minded, linear code. The plan for testing

the program reduces to administering unit testing of the data productions. Furthermore these

tests on the data productions can be conducted independently of each other.

5. DISCUSSION

Abstract data types have profoundly permeated the computer community. Stack, queues,

sets, bags, and etc. now occur quite early in the curriculum of a computer science program.

These data types are domain independent, single-minded, and self contained. These abstractions

of the data type separate the data productions from their operations, see [B0087]. This high

degree of separation allows for an ease of reuse without alterations. The accepted correctness of

their operations relieves the programmer of the task of testing the code. Each package (module)

models an abstraction of a class of data having specific common properties. The above salient

features that characterize the abstract data type also characterize the conceptual construct of this

paper. It is envisioned that the development of Ada conceptual constructs will eventually paral-

lel that of the abstract data type, similar to [BOO87]. One important reason to continue the

development of conceptual constructs as described herein is that it forces one to think at an

abstract level beyond the problem level. It is this level of abstraction that captures the essence

of a problem. Next it will be shown how the previously developed partition conceptual construct
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can be extended to a new one that solves a class of general problems.

Suppose for each day each programmer records on a time card each job and the time units

assigned to that job. The task is to print for each job a time analysis of the programmers who

worked on the job. The set of time cards is lexicographically ordered first by job number and

then by programmer number. The first order partitions the set into disjoint subsets called job

partitions. Each job partition is partitioned into sets called programmer partitions. Consider the

state when both partitions end simultaneously. The problem specification stipulates that the pro-

cessing of the end of the programmer (inner) partition precede that of the job (outer) partition.

The abstract analysis of this time card problem stipulates a transfer of a lexicographically

ordered set of data from a source of data to a sink of data. The lexicographical order remains

invariant during the transfer. The lexicographically order defines two partitions, an outer parti-

tion and an inner partition. Each outer partitioned set is composed of inner partition sets. The

processing of the state when both partitions have ended simultaneously with the same data is

specified. The processing of the inner partition precedes that of the outer partition.

A search of the library of conceptual constructs finds constructs that process partitioned

data sets. However, none processes the solution space, nested partitions. A natural growth of the

partition_data_source_to_sink construct solves the abstract problem. The source of data needs

another partition. The subprograms, define-partition and is_in_partition of Figure 4 established

a mechanism for creating partitions for the data source. Without loss of generality the data

source now contains an outer partition mechanism (defineouter._partition, is_in_outer_partition)

and an inner partition mechanism (define_inner.partition, - ninner-partition). The design

principle of single-minded functional independence guides the accretion of the sink of data. Pro-

cess separately each partition. Consequently, not one but two "put" procedures is needed. The

sink package now includes these subprograms: DEFINE_INNERPARTITION,

ENDINNERPARTITION, PUT_TO_INNER, DEFINEOUTERPARTITION,

END.OUTERPARTITION, PUT_TO_OUTER. The next task is to fashion the control unit

subject to meeting the previous mentioned four rmquirements of writing code for the control unit
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to be reusable. In particular the specification of processing the inner partition before the outer

partition whenever both partitions end simultaneously must be enforced. The grown construct is 6

called nestedpartition_data construct. Figure 7 sketches the loop structure of this fashioned con-

trol unit which is an accretion of Figure 5.

-- assume initialization of the loop structure
exchange_loop:

while datasource.value_isjcnown loop
data-source.get ( the_itemout => value);

if not data_.source.isin_innerpartition ( the_iternin => value ) then -- check for the end of a partition
DATA_SINK.END_INNERPARTITION;
data_source.define_innerpartition ( usethe_itemin => value);
DATASINK.DEFINENNERPARTITION ( use-the-itemin => value);

end if;
if not data_source.is_in_outer-partition ( the itemin => value ) then

DATASINK.ENDOLUTER_PARTTJON; data-source.definepartition ( usejhe item-in => value);
data.source.define-outer-partition ( use_the itemin => value );
DATASINK.DEFINE_OUTER-PARTITION ( usethe_item in => value);

end if;

DATASINK.PtJT_TO_INNER ( thejitemr_in => value);
DATASINK.PUT_TO_OUTER ( the_item in => value);

end loop
exchange_loop;

data-source.ends;
DATA_SINKEND_INNER_PARTITION;
DATASINK.END_OUTERPARTITION;
DATASINKENDS;
end nest.partitiondata_construct;

Figure 7. A portion of the procedure nesLpartition.data construct

In review, the datasourcetosink construct (Figure 3) grew to the

partitiondata_source_to_sink construct (Figure 5) which grew to the nestpartition-data

construct (Figure 7). This growing methodology preserved reusability by retaining a com-

plete separation of the data productions from the control/interfacing of the productions.

6 CONCLUSION

The works of [BR087] and [B00871 lay the foundation of this investigation that

fashioned and characterized the conceptual constructs. This investigation presented exam-

ples of constructs being grown to other constructs, stated requirements for the control unit
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to be reusable without alternations, and applied the design methodology of construct to

specific problems. This investigation concludes that abstraction followed by separation of

the control unit from the data productions leads to a viable, reliable reusability of design.

The degree of reusability is directly proportional to this separation at the abstract level. Put

another way the ultimate goal of reusability of design and code is for the domain specifics

to be invisible and for the migration of all of the interfacing of the data productions be

united in one centralized unit, the control unit. The control unit can be reused for other

instances of the data productions without being tested.
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APPENDIX III: DESIGN OF EXPERT SYSTEMS WITH PARAL-
LEL SEARCH CAPABILITIES

Design of Expert Systems with Parallel Search Capabilities

Robert C. Shock
Department of Computer Science
Wright State University, Dayton OH 45435

Abstract. Many people in the computing industry believe that Artificial Intelligence

has promised too much and delivered too little. These critics expected the transfer of

knowledge from the expert to the computer to be reasonably straight-forward, and

believed the problem of scaling up a small scale program to a large scale program

would be also reasonably straight-forward. One scale up problem lies in the design of

the expert system. The time spent on searching the rule base of an expert system to

derive knowledge accounts for eighty to ninety percent of its execution time. This

paper addresses the problem of minimizing search time of a class of expert systems

having certain specified characterists. These characteristics include monotonic reason-

ing, reasoning with certainty, a partitioned rule based knowledge structure, and a for-

ward chaining strategy that uses the modus ponens inference rule. The purpose of the

paper is to describe in detail the code design with supporting data structures ,ecessary

to implement a shell of an expert system with the above mentioned characteristics.

The most salient design feature imparts the searching/matching process to be directed

only to a subcollection of sets of rules and not to each rule of the knowledge base.

All the rules that have a possibility of their hypothesis being matched to the current

state of the system relative to its previous state belong to these sets. Furthermore, the

designated sets of rules to be searched are disjoint and can be searched in parallel.

The paper describes explicitly this methodology of the matching process that can be

executed in parallel. The presentation strives towards simplicity.
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1. INTRODUCTION

A recent software architecture has evolved in the past few years. Figure 1 con-

trasts the architectures of traditional programs to those of expert systems.

Architectures

traditional: Data + Algorithm = Programs

expert: Knowledge + Inference = Systems

Figure 1. Contrasting Architectures

Semantic nets, frames, and rules represent the standard formats of structuring

knowledge. The rule format is unfolding as the leader for expert systems. Hayes-Roth

(1985) states that "Rule-based systems (RBSs) constitute the best currently available

means for codifying the problem-solving know-how of human experts." Some esta-

blished expert systems are switching their knowledge bases to a declarative rule struc-

ture. A well-known expert system has converted its procedural rule base to a declara-

tive rule base [Shor (1986)].

This paper focuses on a class of expert systems whose knowledge base is a set of

declarative rules. Intuitively, two rules are defined to be equivalent provided that they

exhibit the "same logical structure." This definition establishes an equivalence relation

of the set of declarative rules that partitions it into disjoint subsets. Each such subset

is viewed as a table of rules which will be mapped to a relation of a rational data base.

The structure of the knowledge base evolves to a relational data base. There are addi-

tional reasons why a declarative rule representation of knowledge holds more promise

than other representations. The organization of a rule production system as a relational

data base offers simple, easy, and clean maintenance of code. Rules are added,

deleted, retrieved, and modified with little effort; the integrity and consistency of the

system are maintained automatically. A structured query language is available for the

expert and other users to explore and/or query the knowledge base. The size of the

rule base no longer serves as a severe cq.int on the system.



Inference, the second component of expert architecture of Figure 1, is the process

that derives new facts from known facts. Modus ponens, one of several forms of

inferences, is a basic rule of logic that asserts whenever fact A is known to be true and

the rule "if fact A, then fact B" is accepted as being true it follows that the fact B is

true. Forward chaining is a control strategy that regulates the order in which infer-

ences are drawn. Assume a set of facts are known to be true. The forward chain stra-

tegy searches the rule base and identifies those rules whose if-clauses match a subset

of the known facts. Next, the then-clauses of these matched rules are inserted into the

set of facts. This matching process continues until the goal is found or until no more

facts are derived by this process. Two characteristics of a fact, its lifetime ( how long

is it true ) and its degree of truth ( certainty ) classify the reasoning process. Mono-

tonic reasoning asserts that once a fact is declared to be true it remains true throughout

the reasoning process. The insert operation is the only legal operation on the set of

facts that are known to be true. Consequently, this set grows in a monotonic fashion.

The term, reasoning with certainty, means only two states of validity of a fact exits. A

fact is either true or false, no partial truths exist for a fact.

As the size of the knowledge base of an expert system grows the execution time

increases significantly. The control strategy accounts for eighty to ninety of the execu-

tion time of an expert system, and is the logical focal point for reducing execution

time. This paper addresses the problem of minimizing access time for information of a

class of expert systems having certain specified characterists. These characteristics

include monotonic reasoning, reasoning with certainty, a partitioned rule based

knowledge structure, and a forward chaining strategy that uses the modus ponens infer-

ence rule. The purpose of the paper is to describe in detail the data structures neces-

sary to code a shell of an expert system with the above mentioned characteristics. A

prototype has been build and executed. Its structure is described within.

The most significant design feature illustrates that the matching process need be
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directed only to a subcollection of sets of rules and not to each rule of the knowledge

base. Furthermore, the designated sets of rules are disjoint and can be searched in

parallel. The paper describes explicitly the methodology of this matching process that

searches in parallel a subset of the declarative rule base as well as the logical data

structures for the entry mechanism, the explanatory system, and the access mechanism

of the expert system.

The title of the prototype project is PRES, Parallel search in a declarative Rule-

based Expert System. PRES can be applied to many types of classification systems.

These include electronic/fault tolerance systems, stimulus-reaction electronic warfare

systems, and object identification systems whose objects could be military vehicles,

aircrafts, animals, plants, and archaeological objects.

Section 2 specifies the basic architecture of expert systems. Section 3 describes

the methodology used in the partitioning of the rule base. Section 4 states the proper-

ties and operations of the set of facts that are true and details the data structures neces-

sary for code implementation of these operations. Section 5 explains the three

processes that comprise the procedural steps to search in parallel the rule base. The

data structures for code implementation of these steps are stated. The final section

discusses the significance of the results of this paper.

2. BASIC ARCHITECTURE

The foundation of a structured information system rests on the concept of a prim-

itive, indecomposable, atomic unit of data. The term, data item, defines this concept.

A data item is a logical pair, a data identifier ( class ) and a data value that is a

member of the data identifier, written < data identifier, 'value' >. A data identifier is

usually called a type in programming languages, an attribute in the theory of relational

data bases. In the literature of artificial intelligence a data item is often referred to as
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a fact or simple fact. Consider the rule, if it has feathers then it is a bird. The

hypothesis consists of the data item, data identifier = "has" and data value = "feathers".

The conclusion consists of the data item, data identifier = "it-is" and data value -

"bird". The identifier-value format of the rule is: if < has, 'feathers' > then < itis,

'bird' >. A declarative rule is a logical pair, a hypothesis consisting of a list of data

items and a conclusion consisting of a list of data items. The previous rule is viewed

as a record of a .lation n a data base The hypothesis identifies with the 'key' of the

record and the conclusion with its implied value. The union of the data identifiers of

the hypothesis and the conclusion of a rule corresponds to the attributes of the relation.

Throughout the remainder of the paper the term rule base will mean a declarative rule

base.

The fact base, the rule base, the control unit, and the user unit constitutes the fun-

damental components of the expert system. Figure 2 displays the basic architecture of

a class of expert systems. The Fact Base is the set of data items that are known to be

true. These data ite-is are either declared true by the user or are derived from the for-

ward chaining control strategy. The architecture of the Rule Base is a relational data

base. The control unit communicates with each unit of the system. All other units

communicate only with the control unit. This configuration forces a high degree of

modularity between the rule base and the fact base. The control unit manages the

inference mechanism, the explanatory mechanism, and the statistical mechanism.

Although these mechanisms are geparate and the code for each is loosely-coupled, the

first abstract level of design coalesces these mechanisms as one unit. The user inter-

face completes the basic architecture.

Fact Base -----------
I

Control Unit ------ User Unit

Rule Base -----------

Figure 2. Basic Architecture
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Matching is the process of finding a rule in the rule base whose hypothesis

matches a subset of facts that are declared to be true. The first step in the matching

process of the project narrows the search to a subset of relations of rules, without

accessing any rule of the Rule Base. This subset and only this subset identifies the set

of rules that have a possibility of having their hypothesis matching a subset of the Fact

Base. The final step makes an in parallel search of this subset of relations. The

matching process grabs approximately eighty to ninety percent of the execution time of

an expert system. The most obvious benefit for using parallel processing in the match-

ing process is the 'speed' of the search time. A fast search time also lessens the con-

straint on the size of the knowledge base. The tabular structure of the relational data

base provides clarity, simplicity, and modularity of design and code. A tabular struc-

ture facilitates easy program maintenance operations such as inserting, deleting, and

modifying rules.

The benefits of representing knowledge as a relational data base lie also in

knowledge management. In sum these benefits include fast search time by using paral-

lel processing, easy program maintenance for changes in the rule base, and the removal

of a size constraint on the rule base. The design of the system is described now.

3. PARTITIONING THE RULE BASE

The running example for the project is the standard classification system for

animal discrimination, as found in Forsyth (1984, ch 7). This example will highlight

the indispensable concepts. A data item has two components, a data identifier and a

value. The data identifiers for the running example are: 'does', 'has', 'itis', and

'goal'. Figure 3 traces the step in transferring general rules to rule classes whose

structure is a table.
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WRITITEN FORMAT:

Rule R1 If it does fly and it does lay-eggs then it is a bird.
Rule R2 If it does give-milk and it does walk then it is a mammal.

IDENTIFIER-VALUE FORMAT:

R1. if: < doesl, 'fly'>, < does2, 'lay-eggs' > then: < itjsl, 'bird' >
R2. if: < doesl, 'give-milk' >, < does2, 'walk' > then: < it_isl, 'mammal' >

TABULAR FORMAT:

name: rule class 25 ( arbitrary number }
headers: doesI does2 itis

fly lay-eggs bird
give-milk walk mammal

Figure 3. Different Representations of a Rule

Rule Ri and Rule R2 of Figure 3 obviously possess the same 'logical' structure.

The 'if data identifiers' and the 'then data identifiers' are the same for both rules. The

logical structure of rule class, say 25, is denoted by an if-clause which is a set of data

idendtfiers, < doesl, does2 >, and a then-clause which is a set of one data identifier, <

it-is >. Two rules are defined to be equivalent provided that their if-clauses are

represented by the same set of data identifiers and their then-clauses are represented

by the same set of data identifiers. This equivalence definition induces an equivalence

relation on the set of rules. The set of rules partitions into nonempty subsets. Each of

these subsets is a relation in the relational data base system, and is called a rule class.

Tht. motivation for creating distinct separate rule classes is quite simple. A search of

the rule base reduces to a parallel search of these individual, separate rule classes

which is is faster in access time than a serial search on the rule classes.

The contents of certain data items known to be true may eliminate some rule

classes from the search process. The control unit will further narrow the decision pro-

cess of what rule classes are to be searched. The next sections expound on these

processes.
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4. THE FACT BASE

The Fact Base is the set of all data items that are declared to be true. The

management of the Fact Base involves more than the storage and retrieval of data

items. Unlike a data base, the sequential order of the times when data items are stored

t..:st be recorded. The need for this type of storage will be explained shortly. The

Fact Base is split into two logical, disjoint units, a Data Unit and a New Data Unit.

Each unit is a set of lists where each list is associated with one data identifier of the

system. Whenever a user enters a data item into the system or whenever the forward

chain mechanism derives a data item, this data item is inserted into the New Data

Unit. The next paragraph traces the steps that transfer the information from the New

Data Unit to the Data Unit.

Recall the data identifiers of the data items that appear in the running example

are: 1. does, 2. goal, 3. has, 4. itis. The associated number usually references the

data identifier, for example, 2 corresponds to the data identifier goal. Assume that

these data items are entered into the New Data Unit: < does, 'give-milk' >, < has,

'hair' >, < does, 'walk' >. Next the data items of the New Data Unit are transferred

to the Data Unit and the New Data Unit is now empty. Furthermore, assume rule R2

has fired which means the set of data items of its if-clause is a subset of data items in

the Data Unit and the set of data items of its then-clause is now declared to be true.

These data items are derived from the rules and are entered in the New Data Unit. In

our example the data item, < it-is, 'mammal' >, is entered in the New Data Unit.

Figure 4 shows a snap shot of the current states of the two data units. The Fact Base

Array of Figure 5 displays the implementation of the results of these actions. The

index of the one dimensional array of Figure 5 holds the relative time of when a data

item was entered. The indices from 1 to data-unit ( an integral variable ), 1 .. 3 of

Figure 5, enclose the set of data items that belong to the Data Unit. The name of

each data identifier is associated with a pointer into the array and the trace of this
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pointer traverses the list of data values associated with its data identifier. In Figure 5

the does ptr value of 1 points to the array index 1 which links to index 3. These

pointers identify this list of data items: < does, 'give-milk' >, < does, 'walk' >.

Logical Fact Base

Data Unit New Data Unit

does goal has itis does goal has itis

give-milk - hair mammal
walk

Figure 4. Logical Fact Base

Fact Base Array

index link r id did value
1. 3 0 1 give-milk
2. 0 0 3 hair
3. 0 0 1 walk
4. 0 25 4 mammal

Pointers: dataunit 3 newunit 4

does ptr 1 goal ptr 0 has ptr 2 itis ptr 4

Figure 5. An Array Implementation of the logical Fact Base

Rule RI and Rule R2 belong to the same equivalence class, which is called a rule

class. Let the integer 25 identify this rule class. A data item can appear on the New

Data Unit in two ways. Firstly, the user can enter a data item from the terminal.

Secondly, when a rule is fired, each data item of its then-clause is entered into the

New Data Unit. The consecutive entries 0, 25, 4, mammal of row 4 ( Figure 5 ) con-

note the information that the data value, mammal, is associated with the data identifier

'it-is' ( data identifier, d-id = 4 ), and is associated also with the then-clause of a

rule from the rule class 25 ( rule identifier, rjid = 25 ). The link entry 0 at this point

in time has no meaning but will change when the data items of the New Data Unit are

transferred to the Data Unit.
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The indices from dataunit + 1 to new_unit ( integral variable ), 3+1 .. 4 of Fig-

ure 5, enclose the set of data items that belongs to the New Data Unit ( Figure 5 ).

When the control unit calls for the transfer of data items from the New Data Unit to

the Data Unit, each such data item is inserted into the list that is associated with the

corresponding data identifier. The variable, data_unit, is set equal to newunit. This

equality condition implies that there are no elements in the New Data Unit.

Several operations on the Fact Base are available to the user. An example

explains the operation n-new. The terminal input of the string "n has" outputs a list of

each data value in the New Data Unit. This operation allows the user to monitor

derived data values of the forward chain control strategy, that is, those data values

derived from fired rules. The add operation, a-add, allows the user to enter data items

from the terminal to the New Data Unit. The operation, d-data, is analogous to the

operation n-new and retrieves information from the Data Unit. Complete descriptions

of these operations appear below.

FACT BASE OPERATIONS:

a-add identifier, value
action: enters the pair in the New Data Unit
example: a has hair

n-new identifier
action: displays values on the 'identifier' list in the New Data Unit
example: n has

d-data identifier
action: displays values on the 'identifier' list in the Data Unit
example: d has

A data item can not belong to both the Data Unit and the New Data Unit. The

sets of data items of these units are disjoint. The control unit is responsible for signal-

ing when data items from the New Data Unit are transferred to the Data Unit.
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S. CONTROL UNIT

The control unit communicates with each component of the system and manages

the complex tasks of the sysem. Suppose that the task is to search the Rule Base for

rules whose data items of the if-clauses match a subset of the Fact Base. If such a

rule is found, then call it a match-rule. This search task involves three processes:

Process SELECTION

Find all rule classes that may contain a match-ride.

Process DECISION

The user or the reasoning mechanism of the system picks a subset of those
rule classes that were selected in the above selection process.

Process SEARCH

Make an in parallel search of those rule classes that were derived from the
decision process and enter the data items of the then-clause of each match-
rule in the New Data Unit of the Fact Base.

The Selection Process must identify those and only those rules that may contain a

match rule. For example assume that the data inserted in the Fact Base since the last

search was executed consists only of data values associated with the data identifier

'has'. Then there would be no need to search a rule class whose if-clause did not

involve a 'has' data identifier because the state of the Fact Base was never changed for

the rules of this rule class. Hence there is no need to search these rules because no

new data values could be derived. Put another way search only those rule classes

whose data identifiers of the if-clauses have new data values since the last search was

executed. These and only these rules have the possibility of containing a rule that

could fire because the associated portion of the Fact Base that corresponds to these

rules have changed. The next paragraph describes the data structure that will support

the Selection Process.

The selection process checks the components of the New Array of Figure 6. The
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New Array represents all the data identifiers of the New Data Unit that have new dis-

tinct data values. This list of 'does' and 'has' in the running example identify all rule

classes that have either a 'does' data identifier or a 'has' data identifier in its

hypothesis. These rule classes are called candidate rule classes. The Count Array

holds the number of data values in each list of the Data Unit. Next transfer the data

values of the New Data Unit to the Data Unit, and the New Data Unit is now empty.

Figure 7 shows the current state of the system. The Count Array and the New Array

have been updated with respect to the transfer operation.

Fact Base Array

index link s id nid value
1. 0 0 1 give-milk
2. 0 0 3 hair
3. 0 0 1 walk

Pointers: dataunit 0. newunit 3.

Count Array: does 0 goal 0 has 0 it-is 0

New Array: does T goal F has T itis F

Figure 6. The Fact Base with Count Array and New Array

Fact Base Array

index link s id nid value
1. 3 0 1 give-milk
2. 0 0 3 hair
3. 0 0 1 walk

Pointers: dataunit 3. new_unit 3.

Count Array: does 2 goal 0 has 1 it-is 0

New Array: does F goal F has F itis F

Figure 7. The Fact Base after a transfer of facts

Suppose that the hypothesis component of some arbitrary rule class y is < doesl,

does2, has l, has2 >. The rule class y is a candidate rule by definition. However, no

rule in y can be a match-rule because the 'has' list in the Data Unit of the Fact Base

contains only one element. The rule class y requires two distinct 'has' values. The
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inequality 2 = number of 'has' components <= Coun, Array ['has'] = I is false. The

objective is to select a subset of the candidate rule classes that have the 'Potential' of

containing a match-rule. A class rule y is called searchable provided that the numi.er

of 'd' components <= Count Array [d] for each data identifier d in the hypothesis

component of the rule class y. The steps are summarized. The New Array narrows

the search in the Rule Base to a subset of candidate rule classes. The Count Array

narrows the search of this subset still further to a subset of searchable rule classes.

The system now generates a list of searchable rule classes.

The user can manage the reasoning of the system by deciding which rules are to

tU searched. Several options are available to the user.

FIRE MODE OPERATIONS:

c-control-fire rule_class_number(s)
action: user controls the 'searching' of each rule class on the list

p-parallel-fire
actio. : makes an in parallel search of all the searchable rule classes

f-forward-chain
action: repeat, the operation p-parallel-fire, until New Data Unit is empty

s-single-fire
action: user controls whether or not to search each searchable rule class

A fired rule is recorded in the system as a finite sequence of integers with this

format: -1, rule class number, index_nbr ( is an index in the Fact Base Array }, .. , 0,

indexnbr, -1. Figure 8 indicates that a rule from the rule class 25 was fired. The

sequence, 1, 3, whose values are indices in the Fact Base Array identifies the

hypothesis of this rule and the value 4 establishes the conclusion of the rule. The

integral value 0 serves clearly as a delimiter between the hypothesis and the conclu-

sion. The reconstructed rule from the Fact Base Array ( Figure 6 ) states that if <

does, 'give-milk' > and < does, 'walk' > then < it-is, 'mammal' >. The data structure

supporting the explanatory mechanism is the History Array. Its simplistic structure
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records each rule that derived each derived data item. A data item in the system is

either entered by the user or derived from the forward chain control strategy. In sum

the accountability of all data items is both fast and simple.

History Array

-1 25 1 3 0 4 -1

last_entry 6

Figure 8. The History Array

The control unit also manages other bookkeeping chores. It records for each rule

class the number of times the rule class was accessed, and the number of rules that

have been fired. If an operation from the fire mode does not access all of the search-

able rule classes, then the control unit stores the rule identifier of these unfired

classes. The command, 'unaccessed', recalls them. The ability to recall these rule

classes offers flexibility for the user in planning a search strategy, because a search can

be made in any direction without losing information that identifies the searchable rule

classes that have not been searched. The operations below describe some of the infor-

mation available on the collection of rule classes.

STATE OF THE SYSTEM OPERATIONS:

e-executed
action: displays each rule class that has been fired

t-tried
action: displays rule classes that have been tried, that is, accessed

u-unaccessed
action: displays searchable rule classes that have never been accessed

b-behavior rule_class_number
action: displays all fired rules in a rule class

r-reason identifier value
action: displays why the data item < identifier, value > is in the Fact Base

w-will-fire
action: displays all searchable rule classes that have not been accessed since
the last 'fire mode' was executed
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The system PRES contains several menus. A help menu offers instructional

information about the Fact Base Operations, the above operations of the State of the

System, and the logical structure of the rule classes including a list of the data

identifiers. A menu about the knowledge base lists options for inserting a rule in a

rule class, deleting a rule, and querying the knowledge using a structured query

language. This latter menu restates the standard operations of a relation data base.

6. DISCUSSION

The design of the expert system of ti'. s paper mandates that the Rule Base must

be structured eventually as a relational ' .(a -,se. Suppose the knowledge base is

structured as a network, for example see Figure 2 of Forsyth (1984 pl01 ). The transi-

tion from tb's network to a relational data base entails these steps. Firstly, define the

set of data identifiers. This step is difficult and time consuming because no automated

system to perform this activity exists. Bear in mind that each data value in the system

must be a member, explicitly or implicitly, of some data identifier. Otherwise, the data

value has no attached meaning; what ..,oulc' the integral value 50 mean? Secondly,

form the declarative rules that can be derived from the network. Finally, reshape these

rules to the format described within, see Figure 3 of this paper. For example, this step

would cast the rule, if A or B then C and D, to these rules: if A then C, if B then C,

if A then D, if B then D, where A, B, C, and D are data items.

The task of deducing data items focuses on a search for match-rules in the Rule

Base. The search task consists of three processes: a selection process, a decision pro-

cess, and a search process. The selection process limits the search to candidate rule

classes and further limits the search to the searchable rule classes. The significance of

the design of the selection process is that it only accesses information from simplistic

data structures such as arrays and array position pointers, and these data structures are

held in main memory. Access to main feory is fast when compared to disk access.



The main feature of the design of the selection process is that it identifies only those

rule classes that could possibility contain a rule whose hypothesis matches a subset of

the Fact Base. These rule classes, that is the searchable rule classes, are the relations

of a relational data base. These relations can be searched separately and thus in paral-

lel. Another significant feature of the design is that it allows the user the option to

monitor and control the decision process, the process that decides which searchable

rule classes to search. The user can plan and control the search strategy because the

user can intervene from the input terminal in the decision process. For instance, the

user can choose a depth first search, a breath first search, a 'sideway' search, a combi-

nation of strategies or a forward chain search which will be implemented automatically

by the control unit. Finally, the methodology of this paper illustrates that certain

specificed expert systems can be designed to search in parallel.
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ABSTRACT

The control of forebody vortex flow fields through the use of pneumatic jets has a

significant impact on the maneuverability performance at high angles of attack. Test

results of aerodynamic force data on a 1/8 scale X-29 forebody model were obtained

for several nozzle geometries and the most effective blowing angle was experimentally

determined to be 60 degrees from the free stream direction. The most effective nozzle

geometry was a converging contraction with an extended, slotted throat region. This

underexpanded jet produced a supersonic expansion in 2-D at a high pressure ratio

which resulted in a favorable aerodynamic interaction to enhance the yawing moment

at low blowing coefficients. The flow physics of the slotted nozzle geometry were

investigated using Schlierien optical techniques which defined the angle of expansion,

and a 2-D theory was developed to predict the nozzle slotted length for a fixed pres-

sure ratio. Entrainment measurements using a conventional ejector show a three fold

increase in entrainment as compared to an axisymmetric nozzle at a pressure ratio

of 8 and at a dimensionless distance of x/d=35 from the nozzle exit. The flow char-

acteristics of this nozzle have a major impact on the vortex/jet interaction with the

nozzle rotated 60 degrees, where a two fold interaction occurs. The separated vortex

flow on the blowing side moves further around the pheriphery of the fuselage and

the jet/crossflow interaction causes the opposite side vortex to move away from the

surface. The asymmetry of the resulting flow field induces an augmented side force on

the fuselage. The yawing moment data with this pneumatic jet configuration shows

an enhanced amplification of the side force at high angles of attack and low blowing

rates as compared to conventional blowing schemes.
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NOMENCLATURE

A forebody reference area
Aref wing reference area (0.269)m 2 .
CT root chord of wing (15.24) cm.
Cma mean aerodynamic chord length (12.7) cm.
C lift coefficient
CmV, Cm: pitching and yawing moment coefficient
Cis CS, inJ.t nozzle blowing coef.

C, Ct = Fn nozzle thrust coef.

d distance from aerodynamic center to balance center (1.07) m
F force
H total head
L total length of model (37.8) cm.
m nozzle mass flow rate
M Mach number
P static pressure
PO total pressure
P, pressure ratio (nozzle plenum total/tunnel static)
Q dynamic head
RI Reynolds Number based on forebody length (1.2 x 106)
S wing reference span (103.6) cm.
(U, 'I, IV)j mean velocity (tunnel coordinates)
(ZtY, Z)m coordinate axis (model coordinates)

Greek Symbols and Subscripts

a . angle of attack

yaw or sideslip angle
9 compressible wave angle

axial vorticity
LI kinematic viscosity
V£P Prandtl Meyer expansion angle

rotation rate = 1/2 f fA( {= dA
p density of air
n nozzle
v vortex
o initial value at z/L = 0.0
00 free stream
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I. INTRODUCTION

Future air combat will require aircraft maneuver performance that will exceed he

capability of present day fighters. At high angles of attack in the post stall region,

the aerodynamic control surfaces such as the vertical tail a,-d rudder become engulfed

in the separated flow field of the wing and lose their ability to impart the yawing

moment and side force required for active control of the vehicle. Compounding this

problem further, the aircraft is susceptible to asymmetrical side forces generated in

the vicinity of the apex of the fuselage or nose region beyond a 30-50 degree angle of

attack. These forces arise from the bistable nature of the three-dimensional boundary

layer separation around the periphery of the nose which leads to unequal strength

vortical separations around the forebody. The resulting flow field leads to an unstable

side force and yawing moment which are detrimental to the controlled motion of the

aircraft. This lateral instability must be rectifi d if post stall multi-axes maneuvering

of fighter aircraft is to become a realistic goal.

The key technology that is needed is the extension of aerodynamic control in the

post stall regime of the flight envelope. The most promising approach for enhanced

dynamic control of the aircraft is the use of properly placed blowing pneumatic jets

in the nose region of the forebody which alters the bistable nature of the asymmet-

rical development of the vortical separations. This would allow controlled side force

and yawing moments to be activated by the variation of the jet momentum. The

activation of pneumatics offers quick time response and is superior to the movement

of a conventional control surface which has an inherent inertial lag. The vorticity

shed from the leading edge and separated forebody rolls up in an organized fashion

to produce separate vortex flows. The stability of the vortex flow in the nose region is

increased by the use of low aspect ratio strakes, i.e., leading edge extensions (LEX) on

the side of the forebody nose, which allows high maneuverability fighters such as the

X-29 to increase the stability range of their operational envelope. The vortices gen-
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erated from the LEX interact with the shed vorticity from the sides of the forebody

to provide greater aerodynamic stability throughout an expanded operational flight

regime. However, the extension of the flight envelope to higher angles of attack and

the increase of the stall/spin resistance are limited by the onset of vortex breakdown

from either of the individual vortex formations and their interactions with the control

surfaces. This is a striking phenomenon due to the nature of the abrupt changes in

the vortex flow physics which result in the turbulent dissipation of energy and the

dramatic increase in the boundary of the axial vorticity.

Roll agility in modern fighters is often limited by the onset of lateral-directional

instability which is governed by the bistable vortex separation around the periphery

of the aircraft nose. By blowing tangentially to the forebody surface on the leeward

side of the vortex in the nose region, various investigators (Refs. 1-3) have demon.

strated significant control and aerodynamic enhancement of maneuverability. Both

yaw and side force control at high angles of attack can ,be enhanced by controlling

the forebody vortex separation position and strength around the periphery of the

nose. Recent experiments (Ref. 4) have demonstrated that spanwise blowing in the

direction of the wing vortex coordinates can influence the vortex breakdown position

and extend the range of maximum lift. Researchers have examined the pertinent

stability characteristics of the vortex flowfield (Refs. 5-13). The effects of the vortex

burst lead to unstable aerodynamics of the vehicle and are responsible for an adverse

or nose up pitching moment and in some cases wing rock and buffeting. Another

detrimental feature during high angle of attack maneuvers is the unsteady vortex

wake flow interaction with the vertical stabilizer, causing large transient loads on the

control surface which may lead to premature failure of the load bearing structure due

to fatigue. In order to achieve higher angles of attack maneuverability for fighter

aircraft, this phenomenon of separated-induced vortex flows and the bursting process

must be controlled.
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The experimental goal was to determine what configuration, i.e. axisymmetric jet,

two-dimensional jet, or variation of jet exit boundary conditions, as well as the angle

of the jet relative to the free stream direction would enhance or amplify the favorable

jet/vortical interaction with the local aerodynamic forebody surface. Different nozzle

geometries were designed and tested on the 1/8-scale X-29 model forebody. This

test explored the enhanced entrainment effects of each nozzle configuration and the

impact on altering the forebody vortical separation lines along the fuselage with the

desired goal of producing the maximum yawing moment and side force with minimum

air bleed from the compressor stage of the engine.

II. MODEL CONSTRUCTION

The details of the forebody model configuration used in this study are shown

in Figure (1). The forebody is a replica of the X-29 1/8 scale nose forebody. It is

constructed from aluminum and has a length of 37.8 cm and a maximum width of

12.3 cm. It was designed in two halves and the internal volume was machined to

accomodate an internal balance. Two nozzle blocks were machined separately and

mated with the internal surface of the model at two axial positions from the nose

apex and symmetrically placed about the centerline. Figure (2J shows a top view

of the forebody with nozzles installed in the first axial location. Figure (3) shows

three of the nozzle geometries tested. O-rings were integrally designed in the nozzle

blocks so that each nozzle could be rotated to the desired angle without leakage of

the compressed air. The straked forebody has elliptical cross sections of length 31.43

cm, maximum width 12.3 cm and height 10.47 cm. The cross sectional area at the

rear of the forebody is 101.3 square cm with an equivalent diameter of 11.35 cm which

correlates to a non-dimensional length L/D=2.77. The rear of the model has a sharp

radius with a cutout at the base of the forebody along the centerline to accomodate

the model support sting and the flexible air lines.

The nozzle blocks are shown in Figure (4) where the exit plane was configured to
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be normal to the local surface of curvature of the model at the two axial locations.

Nozzle plugs were installed in adjacent ports so that blowing could be excercised from

one port at a time. The sting was integrally connected to the internal force balance

and the pressure lines were placed symmetrically to the sting to supply compressed

air to either side of the nozzle blocks. To insure a fixed separation line at the rear of

the forebody, an O-ring was extended above the surface at the beginning of the sharp

curvature.

III. TEST FACILITY

The test was conducted in the TGF Wind Tunnel at WRDC. The tunnel is fully

instrumented and principally dedicated for force measurements about aerodynamic

configurations. The TGF tunnel used in this investigation is a closed-return pressure

wind tunnel powered by a 8500-horsepower motor attached to an axial flow compres-

sor. For this study the test section size was 0.61 m high, 0.61 m wide and 6.0 m in

length. The maximum speed utilized in this test was 106.0 m/sec. The free stream

speed was controlled by monitoring a set of calibrated Piezzio rings installed upstream

of the test section. The model was mounted onto a long sting and cantilevered on a

circular arc turntable to facilitate angle of attack changes. The wind tunnel operated

with a maximum dynamic head (Qrn. = 157.4 Nt/m2 (65 psf)) and M=0.3. The

Reynolds number, based on tunnel free stream velocity and length along the model

centerline, was 1.25 x 106. The mass flow was determined by a set of calibrated ori-

fices in series with two pressure lines connected to the nozzle blocks. A glass sidewall

of the test section provided optical transmission of the laser beams and the scattered

light from.individual particles for the local viewing of the laser light sheet.
"' , : 0 ; " ' * : ' , " I . " ..'"" '," " ,r , ': ,L - 4 ' " .'€ . ,

IV. METHODOLOGY FOR DEVELOPMENTOYNOZZLES

The experiments that have been performed in the past concerning pneumatic

vortex flow control have used 90-degree right angle nozzles. These nozzles protrude

through the surface of the forebody and provide for blowing tangent to the local
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surface. On investigating the internal flow characteristics of these nozzles the flow

separates around the sharp corner and the separation zone diminishes the discharge

coefficient to a measured value of 0.7. It has been suggested (Ref.13) that vortex

stability could be influenced by a jet that imparted axial momentum to the outer

heical streamlines of the vortex flow. Blowing under the core of the vortex down the

axis of the model would increase the local Rosby Number and thereby increase the

stability of the vortex flowfield. This would favorably ampiify the asymmetry of the

flow field about the forebody. Nozzles Nl-N3 in Figure (3) were designed at the onset

of this research to examine this hypothesis. Further experimentation showed that

entrainment was curtailed at higher Pr for these nozzles. To improve the exit flow

quality, symmetric contractions from an enlarged cylindrical plenum were designed

with an exten d throat region. The cylindrical plenum design shown in Figure (5)

allowed individual nozzle geometries to be screwed into the side of the plenum to

facilitate easy removal of the individual nozzles. Fig,-e (6' Chows one of the nozzles

designated as S1 that was investigated in the research prob.,m.

It was postulated that greater entrainment in the near field would be advantageous

in affecting the greatest asymmetry in the forebody vortex flow field. A s Aaller

diameter nozzle would also be advantageous from an aerodynamic standpoint which

would imply the highest Pr that could be achieved from the engine air bleed, in the

-inge of pressure ratio from 20 to 30. To determine the entrainment rate of each

nozzle geometry a test fixture was designed and built in the form of a coventional

ejector with an area ratio of 80 between the primary nozzle anti tlie ejector throat area.

The entrainment experiment was designed with the capability to vary the lengths of

the ejector body to examine the entrainm,--t rate as a function of the downstream

distance. The nozzles were placed in the center of the bell-mouthed entrance section

at an axial location of l/d=.5 of the eject-.... The entrained mass flow was found by

measuring the static pressure at the throat of the contoured inlet section. A venturi
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placed in series with t compressed air line allowed the measurement of the mass

flow through the nozzle. Figure (7) shows a schematic of the experimental set-up.

The data obtained from the entrainment measurements was used to determine which

nozzle exit conditions had a favorable impact on increased entrainment rates. This

technique was invaluable in optimizing the entrainment for a particular exit geometry

at a given Pr. The discharge coefficient as compared to Flechner's formula for Pr=

7.8 was measured as 0.95 for the smooth contoured inlet of each nozzle.

The flow at the exit plane of axisymmetric exit nozzles for under expanded jets

goes through a symmetric Prandtl Meyer expansion with an expansion angle defined

from the Pr. As the area increases the Mach number increases into the supersonic

regime. Downstream the reflected compressive waves merge to turn the flow in-

ward and a strong normal shock follows. Energy is dissipated across the entropy,

producing compressive waves where the total pressure loss can be significant at the

higher Mach numbers. The corresponding entrainment rate shown in Figure (8) with

the axisymmetric nozzle placed in the ejector experiences a significant decay with

increasing Pr, indicating that the shock energy losses through viscous dissipation sig-

nificantly degrades the entrainment capability of this nozzle geometry at higher Pr

values. Although one-dimensional analysis of the performance of ejectors has indi-

cated a relatively slight decrease of entrainment efficiency with increasing Pr, the

decrease was too large to attribute to this factor. It is hypothesized that less energy

is available and the compressible nature of the flow, ie. expansion and compression

waves, must supress the turbulent eddy prodiuction at iel nt ee .eiieen vortical

and nonvortical fluid, which is the primary mechanism for the mixing between the

two streams.

These measurements directed the research effort toward examining asymmetric

exit nozzlegem.etries wich would.;produce weaker. oblique shocks dpwn.stream.jih
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nism. Also, if the jet surface area could be increased in the near field this would

provide greater turbulent shear production, thus enhancing the local entrainment.

This reasoning led to the optimized nozzle S1 shown in Figure (6). A theoretical

analysis of the expansion process is discussed in Section (V). This nozzle has an ax-

isymmetric contraction with an extended throat region. A slot was then milled on

adjacent sides of the throat region to allow the Prandtl Meyer expansion of the flow

to occur in 2-D.

A parametric study to maximize the entrainment was obtained for various lengths

and widths of the slot. This geometry allowed the jet to expand supersonically into

a two-dimensional sheet. The basic physics of the expansion is shown in Figure (9).

The spread angle can be estimated from 2-D theory of the Prandtl Meyer expansion of

the outer streamline which is defined by the shear layer as it expands to atmospheric

pressure. This geometry allows the flow to be self-adjusting, i.e. the spread angle

increases with increasing Pr. Figure (10) shows a Schlierien photograph of nozzle Si

at Pr=20. The included angle of spread is 82 degrees, agreeing with the 2-D theory

of the Prandtl-Meyer expansion within four degrees. The reflected compressive waves

reconverge in the center portion of the flow with local oblique expansion and com-

pressive waves. The outer flow escapes the reflected compressive wave reconvergence,

since for a fixed Mach number the shock wave angle must be above a threshold value;

i.e. the normal component of the Mach number relative to the compressive wave

angle must be greater than 1.0. Hence the outer flow continues on a straight path

defined by the Prandtl Meyer expansion angle.

This geometry allows for the minimum dissipation of energy since the shock

strength scales on A!3 ain(e). The entrainment ratio measuren. nts of nozzle SI as

compared to the axisymmetric configuration are shown in Figure (11) as a function

of Pr at various LID ratios of the ejector. There is greater entrainment by as much

as a factor of three at X/Di = 30.
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V. THEORETICAL ANALYSIS FOR NOZZLE SI

Compressible flow equations along a streamline were used to model the flow for

nozzle S1. Continuity and conservation of energy and momentum in the x direction

were used to develop differential equations for the Mach number along the extended

throat region of this nozzle. Prandtl Meyer expansion theory was used to find the

expansion angle which was in turn used to find the slot length of the nozzle over

which the flow was expanding. To find the compressive wave angle 0, a transcen-

dental equation was developed and solved using the Newton Raphson method. The

differential form of entropy was used with a polytropic coefficient n, which relates P

and p. The polytropic coefficient was found by using the Rankine Hugoniot relation-

ship for compressive waves which are nonisentropic where k is the ratio of specific

heats (g,).
A

. represents the derivative with respect to i.e.

dM

dA

The dimensionless equations can be written as

1 -l, M 0j5 + -7- +/ +l -1 2 0(1

Mk I= M P 10 (2)-  1+ 1 + kP kR
.2

where R is the ideal gas constant.

The one-dimensional integral continuity and momentum equation provides a re-

lation of Ax to A and the corresponding Mx to M. The axial momentum is conserved
I

since the shear stress has been neglected in the analysis.
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A(MZ M MMz) M
A, = AI 2  + Y(3)

M(2kMz 1 k- ()

2

Since the total temperature is constant throughout the expansion, the energy

equation with constant specific heats explicitly provides a relation between tempera-

ture and Mach number.

2T[ (1 - k)MMl

k 2
1 1+ 2'lz 5

A polytropic coefficient n was used to calculate the entropy increase across the com-

pressive waves. From the Rankine Hugoniot relation there is a unique relation between
I

P and p defined by the polytropic coefficient where n > k.

The. entropy -equation can be expressed as

- 2k (M2 S2 1 (n- 1 k ) (7)

R i- k1 M n ) -1

The Prandtl Meyer expansion angle provides for the geometric relation between

the axial coordinate and the local cross sectional area as

Tan(vpe) = A2  (8)

In the outer region, the flow is isentropic ( Thiswas confirmed by finding the product

M 2Sin2 f < 1 ). Using the exp; nsion angle 'pe, the Prandtl Meyer expression for a

perfect gas expanding supersonically to atmospheric pressure is expressed as
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-2 6 1 Ik-i.
-- (M - 1)- 1(8)

From the geometry of the reflected compressive waves and the shear layer angle

vp which defines the outer boundary of the jet, 0 can be defined in terms of the axial

coordinate x by the following equation

X 1 Tan(90 - 2vB- 0) + Tn(90 - 2pe - 0) + 1 TA (
222 TanO (2

The curves generated by the numerical solution of the previous equations were

used to optimize the length of the nozzle S1 for the pressure ratios used in the wind

tunnel test.

The curves of the, dimensionless pressure (pressuret along the extended throat

region divided by the throat pressure) versus the dimensionless length (length along

the extended throat region divided by the throat dimension) are shown in Figure

(12) for different supply pressure ratios. The curves demonstrate that as the supply

pressure increases, the pressure gradient along the length increases. It can also be

inferred from the same plot that beyond a dimensionless length of one there is not

a significant difference between the integrated area under the curves. Therefore a

nozzle S1 with 1 was chosen for the forebody blowing test.

The curves of Mach numbers along the extended region of the slot including the

spatial average of M. and the corresponding Mach Number along the streamline M

are also plotted against the dimensionless length in Figure (13). M is consistently

greater than M., which agrees with the conservation of momentum equation where

F.- is constant. The entropy effects due to compressive waves are minimal. The

entropy term affects the total pressure by one percent for a nozzle supply pressure

ratio of 7.8. Thus, the compressible flow is predominantly isentropic throughout
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the expansion of the throat region. The expansion angle for a supply pressure ratio

P, = 20, as dictated by the isentropic expansion theory, is closely matched by the

expansion angle on the Schlieren photograph in Figure (10) with a difference of three

degrees.

VI. AERODYNAMIC FORCE DATA

The 1/8 scale forebody was designed to accomodate a six component internal

force balance. The flexible pressure lines for the compressed air bridged the model and

sting to provide for metric data. Pressure taers were measured and subtracted from

the balance measurements. The yawing moment Cr.z versus the normalized blowing

coefficient C. is shown in Figure (14) for a jet blowing straight backon the full 1/8

scale model. Beyond a 20-degree angle of attack the vertical tail control surface begins

to lose effectiveness in providing a restoring yawing moment to the aircraft and at 48

degrees there is no rudder control. These two characteristics limit the flight envelope

of the aircraft and decrease the high angle. of attack mapeuverability and agility of

the vehicle.

The first baseline set of data repeated the same conditions as the test on the

1/8 scale X-29 full model which was undertaken prior to this experiment by the

Aeromechanics Division at WRDC (Ref. 14). The comparison of the magnitude of

the yawing moment of 1/8 scale model data of Figure (14) to the truncated aose

section with identical nozzle configurations of Figure (15), demonstrated that the full

length fuselage amplifies the results obtained from this experiment.

1.) Yawing Sensitivity of Nozzles

The nozzle N1 was pointed at different angles relative to the axis of the model

and Figure (16a) shows that the maximum gain on the yawing moment occurs at a

pointing vector of 60 degrees from the axis of the model. Nozzle S1 with the slot

vertical also shows in Figure (16b) that 60 degrees is the optimum angle. Figure (17)
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shows a sketch of the nozzle orientation for nozzle S1 canted inboard at 60 degrees.

2.) Comparison of Exit Nozzle Geometries

Figure (18) shows a sketch of the various exit geometries which could be individu-

ally inserted into the nozzle plenum. Different nozzle exit geometries were investigated

with the pointing vector at 60 degrees from the model axis. Figure (19) shows the

comparison of an axisymmetric, converging-diverging, and slotted nozzle S1 with the

slot oriented vertically. The greatest amplification of the yawing moment was nozzle

SI with the slot positioned in the vertical plane.

3.) Sensitivity of Nozzle SI with Slot Dimension and Internal Diameter

Three slot dimensions. shown in Figure (20), were investigated to examine the

sensitivity of this parameter on the yawing moment. Figure (21) shows that nozzle

S1 with slot dimensions I/d=1.0 and w/d=0.72 is the~optimum configuration. A

smaller throat diameter nozzle shown in Figure (22) was fabricated to examine the

sensitivity to P,. Figure (23) shows a 20 percent improvement in yawing moment for

an equivalent Co. This data emphasizes that higher P, allows the scaling to a smaller

physical dimension.

4.) Nozzle Axial Position

The nozzle blocks accomodated two axial positions in which the nozzles could be

inserted. Figure (24) shows that by positioning the nozzles closer to the apex of the

nose, greater magnitude of the yawing moment can be achieved.

5.) Effect of Cu for the Angle of Attack Range for Nozzle S1

Figures (25a-c) shows the model yawing moment versus angle of attack at various

blowing coefficients throughout the angle of attack range. The data is presented

in three separate angle of attack ranges consistent with the 25-degree range of the

traversing arc for the TGF tunnel. At the 15 to 35-degree range shown in Figure
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(25a) the positive gradient of yawing moment commences at lower angles of attack

as the blowing coefficient increases. Figure (25b) demonstrates that the effect of the

jet/vortex interactions levels off at the lower blowing coefficients. Figure (25c) shows

that the enhanced yawing moment degrades beyond a 55-degree angle of attack.

6.) Yawing Moment Characteristics with Sideslip Angle

Figure (26a) shows the yawing moment variation with nozzle SI blowing on the

right side at the optimized angle with slideslip angles from 0 to 20 degrees. and Figure

(26b) shows the corresponding slideslip angles from 0 to -20 degrees with the model

at an angle of attack of 45 degrees. Figures (26c-d) show similar trends at an angle

of attack of 35 degrees.

7.) Yawing Sensitivity with and without Forebody Strakes I

Figure (27a) shows the yawing moment without strakes on the forebody, with a

noseboom extended in front of the forebody with the same jet orientation. With no

blowing the yawing moment meanders to either side of the equilibrium position as the

angle of attack is varied. With no strakes the yawing moment produced by blowing

has more amplification at the lower blowing rates and the curves change slope at the

higher blowing rates. Figure (27b) shows yawi g moment data with strakes removed

from the forebody. The yawing moment is significantly greater at lower C,, with the

jet yawed 60 :degrees from the free stream direction. This data is consistent with

earlier observations of different aspect ratio strake configurations reported in Ref.

(15).

VII. CONCLUSION

The particular focus of this research has exE-riined various jet exit boundary

conditions and jet angles to maximize the asymmetry to augment the side force. A

parametric study incorporated various nozzle geometries in the forebody with variable

blowing rates, to study the effect of enhanced entrainment. rates on the dynamics of
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the jet/vortex flow field. A six component balance provided insight into the integrated

effect of the interactions on the aircraft forebody surface. Force and moment data

demonstrate the significant impact in a global sense of vortex dynamics and the

interaction with various blowing configurations. A nozzle geometry S1 has been

developed which shows greater entrainment magnitude as compared to conventional

nozzles at higher Pr. This configuration allows the jet to expand supersonically into a

2-D sheet which provides for greater aerodynamic interaction between the jet and the

flowfield about the forebody. A theory has been developed to predict the optimum

slot length for a fixed Pr. Significant amplification of the yawing moment when the

jet is yawed 60 degrees in comparison to blowing along the axis of the model has been

demonstrated.

The ramifications of altering the vortex flow pattern are apparent from these

results. A pneumatic jet placed in the nose region and. canted inboard 60 'degrees

from the free stream direction has the following favorable characteristics in terms of

amplifying the side force for a fixed blowing coefficient:

a.) The jet/crossflow/vortex interaction will indirectly impart a less adverse pres-

sure gradient on the vortex flow by virtue of changing the resulting external

potential flow in this region, causing an amplified asymmetry in the flow

pattern about the nose/forebody region.

b.) The turbulent entrainment from the jet/crossflow interaction will impart an

axial momentum deficit on one side of the forebody as well as a larger diplace-

ment thickness in the near wake flow which alters the pressure distribution

around the circumpherence of the forebody.

c.) A nozzle which undergoes a two-dimensional supersonic expansion in the ver-

tical plane and is yawed 60 degrees to the forebody axis shows the greatest

sensitivity in augmenting the yawing moment for a fixed blowing coefficient.
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d.) By blowing across the forebody the vortex flow on the blowing jet side be-
. .c.. .2.. 1... ', ,. .... 

I '" " d ' '

'" I"mcneit~bh'ked,'n~ovmEh e.rp Ion'i2e 61 urtherron h, fiiseTage.Tli

jet/crossfiow interaction !across the centerline of the model pushes the adja-

cent vortical core away from the surface, producing a two-fold effect on the

asymmetry.

This research has identified jet nozzle configurations which directly influence the

position and strength of the separated vortex flow to enhance the jet/vortical inter-

actions favorably. The mass flow requirements for an equivalent yawing moment are

sensitive to the angle of the jet as well as the jet exit boundary conditions. fhe

required mass flow has been reduced by an order of magnitude by the: optimized jet

configuration as compared to previous research results.
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VIII. RECOMMENDATION

An experiment should be undertaken to examine the physics of the expanding

flow for nozzle S1 in conjunction with a theoretical analysis of the wave equations to

provide a better understanding of the behavior of this nozzle at high pressure ratios.

The preliminary results of enhanced entrainment rates at high pressure ratios for

nozzle S1 have demonstrated the unique characteristics of two-dimensional supersonic

expansion for this nozzle. This research would identify an optimized slot dimension for

nozzle S1 at various Pr values. A more detailed examination of the flow interactions

for the application of augmenting side force on fighter aircraft could be undertaken

using the non-intrusive 3-D Laser Doppler Velocimeter (LDV) which would identify

parameters which directly influence jet/vortical interactions. The test results in this

report have suggested that the following items need to be explored in greater detail:

a.) Placement of the nozzle S1 around the pheriphery of the nose region at a fixed

axial location to optimize the side force for a fixed blowing rate

b.) Jet angle and height from the surface of the model
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ABSTRACT

The effect of surface roughness on aerodynamic characteristics of

separated hypersonic flow has been investigated numerically. The

characteristics of interest are surface distributions of pressure and

skin friction, and the separation extent. A version of the reduced

Navier-Stokes (RNS) code has been developed in order to execute this

task. The discrete element model for turbulent flow over uniformly

distributed three-dimensional surface roughness was implemented in this

RNS code. The study was focused on the strong two-dimensional

viscous/inviscid hypersonic interaction flow induced by a compression

ramp. The numerical solutions show a distinct increase in the

separation extent as well as peak levels of shear stress for flows over

rough surfaces, when compared to the corresponding values for flows over

smooth surfaces. These theoretical predictions are compared to the

available experimental data generated at the Flight Dynamics Laboratory

for flow over a roughened flat plate/wedge configuration at

nominal values of Mach 6.0 and Reynolds number of 1.0xl07/ft.
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1.OBJECTIVES

The prediction of surface roughness effects on the aerodynamics

characteristics of hypersonic vehicles is one of the challenging problem

1
areas which is yet to be performed with a reasonable accuracy. An

extensive literature survey disclosed that little information is

available, either theoretical or experimental, about separated flows

influenced by surface roughness. A recently completed experimental

2.
project at the Flight Dynamics Laboratory is one such study wherein the

surface roughness effects on hypersonic flow separation over a basic

configuration at Mach 6 was investigated. The objective of the present

effort is to complement the aforementioned experimental work by

developing a numerical method for predicting separation characteristics

over rough surfaces at hypersonic speeds.

The calculated surface pressure distributions, skin friction, and the

separation extent are to be compared with the available FDL experimental

data.
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2. INTRODUCTION

Because flow separation can appreciably influence the aerodynamic

characteristics of a vehicle, the problem of boundary layer separation

remains a major element in high-speed design efforts. It is well

documented that the state of the boundary layer approaching a strongly

interacting region has a first order effect on flow separation. Due to

the boundary layer momentum defect, the effect becomes dominant when

surface roughness appears in the vicinity of a strong interacting

region. For example, surface roughness will increase the extent of flow

separation, and therefore, the effectiveness of control surfaces can

become a critical issue in the hypersonic design. There is very little

information available on hypersonic separated flows influenced by

surface roughness. Lately more attention has been directed to this

problem. In the review paper on problems associated with hypersonic

flight, Holden I points out the absence of codes to calculate interacting

flows over rough surfaces.

By employment of numerical finite-difference schemes, a number of

theoretical tools are now available for solving plane and axisymmetric

separated flows over smooth surfaces. These methods range from the

marching methods, like the interacting boundary layer method3 and the

reduced Navier-Stokes procedure 4,up to the full Navier-Stokes solvers.

For the present problem with a turbulent boundary layer flow over a
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rough surface and strong shock waves, the RNS method with global

pressure relaxation appears to be the most efficient.

Our concern in this paper is with the theoretical investigation of

the influence of surface roughness on turbulent hypersonic flow

separation at high Reynolds numbers. The emphasis is on the development

of a computational predictive method for determining the flow separation

characteristics over rough surfaces which are essential in hypersonic

design. These are the wall pressure and wall shear distributions within

the interacting region and the separation extent. A literature survey

has disclosed that no theoretical work on this subject has yet been

reported.
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3. FORMULATION OF THE PROBLEM

3.1 ANALYTICAL APPROACH

In a theoretical approach the problem of hypersonic separated

turbulent boundary layer must be formulated as a strong interaction flow

with strong embedded shock waves. The position taken in this study is

that a reduced form of Navier-Stokes equations, when modified to include

the effect of surface roughness, is an appropriate set of governing

equations for the study of such a problem. This set of equations

developed4'5 for solving strong viscous-inviscid interaction flows is

essentially a composite of interacting boundary-layer equations3 (IBL)

and the Euler equations. An important feature of the solution of

reduced Navier-Stokes (RNS) equations is the repeated streamwise

marching coupled with the global iteration on the pressure field. The

global iteration reflects the requirements of a downstream boundary

condition and thus the proper accounting for the upstream propagation of

information in the subsonic flow regions. In the numerical differencing

scheme this is accomplished by the use of Vigneron 6type splitting of the

axial pressure gradient term into hyperbolic (for local M >1) and

elliptic (for local M <1) components. ihis RNS set of equations has

been previously applied to interacting separated flows with embedded

7
shock waves at moderate supersonic Mach numbers . For the present work

the application is extended to hypersonic speeds.
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The modification of these aforementioned RNS equations consists of

implementing an appropriate roughness model into the analysis and

enhancing the shock capturing capability of the code. A direct approach

of considering the geometric details of each roughness element as an

integral part of the body contour is not feasible. Instead the

roughness elements, assumed to be small relative to the boundary layer

thickness, are represented by a discrete array of force and heat

sink/sources. The distribution and magnitude of these forces and

sink/sources is based on spacing, shape and size of the actual roughness

element. This discrete element concept has been developed and utilized

by other authors8.9  We employed a simple algebraic eddy viscosity

turbulence model. All shock waves, including the leading edge shock,

are captured. To enhance the shock capturing capability of the code, an

explicit numerical damping term is introduced into the transverse

momentum equation. This technique proved insufficient to suppress the

numerical oscillations associated usually with central differencing at

higher ramp angles (i.e. for stronger shock waves), high Mach numbers

and high Reynolds number steady flows. It was learnedI 0 '* that even when

* Helpful suggestions and information shared with the author in

private communications by Drs. M. Barnett and G.D. Power of

United Technologies Research Center are gratefully acknowledged.
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artificial damping was eliminated in the RNS code by replacing the

central difference form with an upwind scheme, it was not possible to

obtain converged solutions for a smooth surface and ramp angles above 18

degrees. We found that the problem formulation via the unsteady RNS

equations combined with artificial damping in the transverse momentum

equation provided sufficient stability to yield solutions for higher

ramp angle cases.

3.2 GOVERNING EQUATIONS

The governing equations are taken to be the unsteady RNS equations

with the inclusion of an algebric eddy viscosity turbulence model and a

discrete element roughness model. Uniformly distributed cylindrical

roughness elements with square shaped cross-section are assumed. For

two-dimensional compressible laminar and/or turbulent flow these

equations, written in Cartesian coordinates and dimensionless

conservation form, are:

Continuity eauation

a_(BP) a (B pv) - 0 (1)
at ax ay

x-Momentum equation

aa 2 a( auv
(B pu) + a(B Pu ) + (Bpuv) + a (BxP)

at ax -y ax

S a x ay 1 2
1 a [B (,u + ) U ] 1 pu2C D(y)/(l 1) (2)
Re ay y t ay 2 xz
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y-Momentum equation

aaa 2 a(bPv) + a(B puv) + a_(B pv ) + a (Byp) - 0 (3)a x - y Y
at X TX ay Ty

EnerLy eauation

(BpH) + a (BxpUH) + a_(B pvH) -1 aB 3  (i+ a(1+ ) 

at ax ay RePr ay By pPrt

(y-1)M ( uB a 1 au B

a [ +(1.1  + t(l- _ )) .) -

Re Y ay Pr Pr xy

+Bp [ At-+ ( 1- 1 au 2  4pNu
y [ __I - 4__u( Tw - T)/(l ). (4)

Pr A Prt  ay RePr

In addition, the following auxiliary relations for air as a perfect
2 2 2 2

gas are employed: p - pT/(7 Me), H - T +__ M (u + v ),p is obtained
2

from the Sutherland viscosity law. Here u and v are the x and y

velocity components; p and p are density and pressure; T and H are

temperature and total enthalpy; p and 4t are the coefficient of

viscosity and eddy viscosity; Re  is the Reynolds number based on a

characteristic length L (L - distance from the leading edge to the

plate/ramp juncture); Pr and Prt are the laminar and turbulent Prandtl

number; 7 and M are the specific heat ratio and free stream Mach

number. All the variables were nondimensionalized by their free stream
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values, except for pressure and total enthalpy which were

nondimensionalized by p U and c T , respectively.

In these equations the effect of roughness is included through the

blockage parameters B and B and the source terms on the right hand
x y

side of the x-momentum and energy equations. In the present case for

2
the uniformly distributed square shaped roughness Bx - B y 1 - D

/(x1 z), where D - width of the roughness element and I 1z - spacing

in x and z direction, respectively. For flow past smooth bodies, the

right hand side in these equations is zero and B - B - 1. The same is
x y

true for the rough surface when y >kr , where kr is the roughness height.

CD and Nu are empirical values of the local drag coefficient and Nusselt

number of the roughness element.

Boundary conditions at the body surface are, u -v - 0 and T - Tw,

or aT/ay - 0. The far field boundary conditions, u 1 1, p - 1 and H -

H at y w are also used. It is noteworthy that even with adiabatic

wall conditions and the simplifying assumption Pr - Prt - 1, the

solution to the energy equation is not trivial. Thus the energy

equation must be solved simultaneously with the continuity and momentum

equations. For our calculations, Pr - 0.72 and Prt - 0.90.

The turbulence closure in the governing equations is accomplished

by the use of a simple algebraic turbulence model. Both the two layer
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Cebeci-Smith and the Baldwin-Lomax turbulence model were incorporated

into the computer code. It is assumed that the effect of roughness on

turbulence is sufficiently represented through the effect of the

blockage parameters and source terms on the mean flow quantities.

The discrete element approach is adopted for simulation of surface

roughness effects on the boundary layer flow. We use the CD and Nu

models developed by Taylor et al.9,11 The CD model was tested for Red

values of up to 2.5 x 104 and the Nu model was tested for Red values

3of up to 103 . The local roughness elements Reynolds number, Red is

based on the roughness diameter d. The Red values in the present work,

4based on the width of the roughness element, do not exceed 2.9 x 10

The calibration data sets corresponding to these CD and Nu models were

obtained at low speeds. Due to the lack of existence of more

appropriate high Mach number calibrations, the aforementionec , Nu

models are used in the present work.

In this approach the total wall tangential stress is defined as the

sum of that portion of the viscous drag due to the smooth part of the

wall plus the contribution due to the drag force on the roughness

elements. It follows then that the skin friction coefficient is
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Cf -(By( au )2 + 1 1 k r OUJuICDDdy } / 1 P u2 (5)
f A- )w f I~Dd p_

ay 2 1 o 2

3.3 NUMERICAL METHOD

A finite difference scheme is used to obtain numerical solutions to

the governing equations (1) - (4). The computational plane (,q) is

formed by using a simple shearing transformation, with - x and q - y -

Yb(X). The transformation of the y - coordinate prompts a

transformation of the v-velocity component; V - v-y b u. The gcverning

equations are discretized using a variable mesh size in the transverse

direction with grid points clustered near the surface. Similarly, a

more dense streamwise grid distribution is used in the neighborhood of

the strong interaction region. However, the roughness modeling by means

of the discrete element method imposes a limitation on the streamwise

stepsize. Namely, it is required that the AC grid spacing contains a

few roughness elements. Therefore, for example, for the maximum

roughness size of 0.040 inch. the minimum dimensionless grid spacing in

the direction was taken to be 0.010. Since the characteristic length

L was equal to 16 inches in these solutions, one grid spacing contains

two roughness elements. Our calculations were performed with 125 x 86

grid points in the streamwise and transverse direction, respectively.

Since the RNS equations are solved in a marching manner, a boundary

layer differencing is employed. In the streamwise momentum and energy

equation the q - derivatives are approximated by central difference
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expressions, with one exception; and upwind differencing of the

transverse convective term is used to enhance the stability of the

numerical scheme. All the - derivatives are approximated by a first

order backward difference, except for the elliptic portion of the ap/a

term which is discretized by a forward difference. The Vigneron type

finite difference form is employed for this pressure gradient. It is

written as:

ap P. j-l + (1 - ei) Pj+ j- ; -min (1, Mx ). (6)a- 1
~i  g~i+ l+(I-1)Mx2

Within the separated regions, the convective terms are

upwinded. The continuity and the transverse momentum equations are

centered at j ; 1/2 respectively, and the two point trapezoidal rule is

used. To enhance the shock capturing capability of the code, we add an

explicit damping term to the transverse momentum equation.

This terms is

vIpj+ I - 
2pj + Pj lJ/ (pj+l + 2 Pj-I + Pj-1 ) . (7)

The value of the constant v in our calculations is 0.04 < v <0.07.

Since (p +I - 2p4 + Pj.I ) = ap A 2 the damping term does not affect
aJ2

formally the accuracy of the numerical scheme. The time derivatives are

also approximated by first order backward differencing. In the present

7

79-14



work only steady state solutions are of interest. The temporal terms

are therefore activated only for the purpose of further enhancing the

numerical stability of the code. This was found necessary for stronger

interaction cases, at higher ramp angles. The limitations on the

temporal stepsize were not as severe as for unsteady computations and/or

explicit methods. Converged solutions were obtained in not more than

600 sweeps. The resulting algebraic equations, corresponding to

continuity and momentum equations are solved simultaneously for u, V and

p, whereas the energy equation is solved for H in an uncoupled form.
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4. RESULTS AND DISCUSSION

The purpose of the :esent study was the development of a computer

code for predicting aeroaynamic characteristics in hypersonic separated

flow over rough surfaces. For most of the test cases studied

numerically, surface and free stream conditions were chosen to

correspond to parameters in a wind tunnel experimental research program

carried out at the Flight Dynamics Laboratory. The nominal values of

these conditions are Mach 6, Reynolds number per foot equal to 107,

0 0
total temperature between 900 R and 1,100 R. and the ratio of wall to

total temperature is between 0.7 and 0.8. The uniforL.y distribut -i

surface roughness elements are 0.040 inch wide,0.020 inch high, with a

0.040 inch spacing. Two-dimensional flow of air past a flat plate

followed by a wedge shaped ramp, with surface roughness starting at 1.2

inch from the leading edge was tested. The distance from the leading

edge to the plate/ramp juncture is 16 inches and the ramp angle is 22

degrees.

Figures 1 through 3 present numerical results for such a flow past
0

i* plate/ramp configuration at MW-6.0 Re/ft - 1.16 x 107, Tt- 930 R and

Tw/Tt - 0.80, with and without surface roughness. The wall static

rressure distributions over the smooth and rough surface are compared in

Figure 1. The wall pressure signatures differ due to more substantial
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flow separation occuring over the rough surface. It is also observed

that the excursion in pressure distribution over the ramp is damped by

surface roughness. In Figure 2 we observe a significant increase in the

total tangential surface stress caused by roughness. The considerable

increase in this stress is due to the large increase in density and also

an increase in velocity near the ramp surface within the distance kr ,as

compared to the corresponding locations over the flat plate. Because of

the decrease of the viscous stress component over the rough surface a

separatiol bubble is formed, as seen in Figure 3. The viscous stress

component is characterized by the quantity CfA, defined here as

Cf-(p au )w/2 1p 2  (8)
ay w'2 OO

:Then the total skin friction coefficient is

k2

Cf-PyCf +f r pu I u I Cd Ddy /(Ix z P u (9)

The results shown in Figure 3 clearly indicate a strong effect of

surface roughness on the separation extent. The Mach number effect for

flow over a rough surface is similar to that for flow over a smooth

surface. Figure 4 and 5 show a substantial increase in separation

length at the lower Mach number, with a more pronounced pressure

plateau. At Mach 3.0 the separation point is about 1.0 inch from the
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corner whereas at Mach 6.0 it is only about 0.6 inch from the flat

plate/ramp juncture.

Comparison of the calculated values with FDL experimental data is

presented in Figure 6. only wall static pressure distributions are

shown, because no skin friction measurements were made in this test.

The prediction underestimates the extent of separation. The separation

point reported in Reference 2 was located approximately 0.9 inches from

the corner. The calculations predict the separation point location at

about 0.6 inches from the flat plate/wedge juncture. Because the

predicted separation bubble is smaller, the pressure plateau is not as

distinct as in the experiment. Consequently, there is a substantial

difference in the pressure distributions even though the maximum levels

of surface pressure compare favorably. It must be noted that in the

experiments the ramp was only 2 inches long in the x-direction. In the

calculations we applied the downstream boundary condition dp/dx-O at 5

inches from the corner. The discrepancy between the experimental data

and calculated values can be traced to a number of factors. Aside from

the generally known limitations of the algebraic turbulence models for

strongly interacting flows, two factors of concern in the present

problem are the sensitivity of the numerical solution to the mesh step

size and the applicability of the discrete element roughness model. In

section 3. of this paper it was mentioned that the modeling of roughness

by the discrete element method limits the refinement of the x-direction

mesh size. In a study of hypersonic flows with strong viscous/inviscid
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et 12
interaction by Rizzetta et al. , it was shown that all numerical methods

considered were sensitive to grid spacing. While for the smooth wall

case we employed a minimum spacing Ax-O.005, for the rough wall cases

the minimum spacing was limited to the value of 0.010. A question must

also be raised about the use of the discrete element model at high Mach

numbers, which is outside the range for which this model was calibrated.

To probe this question, using the same computer code as for the strongly

interacting flows, we compared our numerical results with another set of

FDL experimental data reported by Christoph and Fiori13 for flow over a

rough flat plate. In Reference 13, the roughness size and shape was

identical and the flow conditions were similar to those reported in

Reference 2.

Table 1. Skin friction coefficient comparisons at x-17.15 inches

for flow over a rough flat plate.

PtC TtO Tw cfx 103 cfx 103

H psia 0
R  OR Experiment Theory

RRef. 13

5.44 705.61 1098.49 764.37 1.65 1.53

5.60 1405.19 1106.74 754.18 1.35 1.53

5.53 2003.53 1122.94 654.52 1.62 1.66
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Table 1. compares values of skin friction coefficients determined

experimentally and theoretically. The values determined by the present

method compare favorably with the measured data.

79-20



5. CONCLUSIONS AND RECOMMENDATIONS

In hypersonic design the question to what extent surface roughness

enhances flow separation is of primary importance. This research was a

first-time attempt to predict the effects of surface roughness on

separated hypersonic flows. The capability of the spatially marching

reduced Navier-Stokes code was extended to strongly interacting

hypersonic flows over rough surfaces. The numerical predictions show a

significant increase in separation extent as well as in peak levels of

shear stress for flows over rough surfaces, when compared to the

corresponding values for flows over smooth surfaces. The pressure

peaks, which occur over the smooth ramp surface, are damped-out by

surface roughness. When compared to experimental data, the present

calculations underpredict the extent of separation.

To further improve the prediction method, the following

recommendations are offered: (1) Refine the shock capturing method in

the strongly interacting region by reduction and possibly complete

elimination of the numerical damping, presently necessary in the

transverse momentum equation. (2) Extend the validity of the discrete

element roughness model to supersonic and hypersonic Mach numbers

through further measurements and calibrations.
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Ultrasonic Stress Measurements and Craze Studies for
Transparent Plastic Enclosures of Fighter Aircraft

ABSTRACT

Reduction in the cost-of-ownership of aircraft transparencies 3ade
of plastics could be act, eyed by increasing their service life.
The project repoited here n is a small part of a broader durability
study underway at the V iicle Subsystems Division of the Flight
Dynamics Laboratory at W '. The research was focussed on applying
the nondestruct e ultra inic stress measurement technique to the
acrylic top si.-et used in some fighter aircraft canopies.
Simultaneously, studies were conducted on the laboratory induction
of accelerated crazing n these acrylic sheets. The research
findings should also be _pplicable to polycarbonate.

For stress measurement in plastics, longitudinal critical waves
were preferred over the more commonly used Rayleigh waves because
of their larger acoustoelastic effect. This acot ;toelastic . fect
was studied by applying a tensile stress to specimen and measuring
the changes in arrival time of the travelling w ve signal between
a pair of transducers. Stress relaxation and cr p tests were also
conducted. The stress measuring capability w ; demonstrated by
determining stresses in a cantilevered beam loaded at end.

A - cial fixture was designed for the accelerated crazing tests.
Th fixture allows for a load to be applied through imposed
detormatio- and eliminates the use of cumbersome hanging weights
for loadiL. The fixture was made to be immersible to eliminate
problems associated with replenishing the solvent.

The research findings raised some questions about the current
understanding of the relationship between crazing and stress. It
is widely believed that stress is the primary cause of incipience
of a craze, and tha environmental factors accelerate the cr ing
process. The tests on aircraft acrylic sheets showed tha the
incipience of cr zes occurred in both stressed and unstrs3sed
ar ylics. The tie to craze a stressed sample was 4 hours, while
it took 72 hours for crazes to appear on unstressed samples of the
same batch. The profile of the crazes was different for the
stressed and unstressed specimen. In the stressed samples, the
crazes were normal to the applied stress, but in case of the
unstressed samples, the crazes did not exhibit any simple pattern.
This raises some questions about earlier beliefs that residual
stress is a major factor in craze induction.

The stress relaxation behavior of acrylics suggests that the stress
induced in manufacturing would, to some degree, be relieved over
the course of the time. A long term stress relaxatior test is
necessary to better understand the relaxation state of stress in
transparencies in the field.
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Ultrasonic Stress Measurements and Craze Studies for

Transparent Plastic Enclosures of Fighter Aircraft

I. INTRODUCTION

Cost savings can be realized if the frequency of replacement of
aircraft transparency systems can be reduced. The service life of
canopies is severely affected by rainfall, sunlight, and abrasive
dust, all of which lead to the development of crazes and cracks.
The present inspection of canopies is based largely on their
meeting optical and other performance standards. There is no means
by which to predict their service life. This project focused on
the development of nondestructive techniques for the inspection of
transparencies to determine their durability and expected service
life.

Earlier studies have shown a major correlation between stress and
crazing and that environmental factors have an accelerating effect
on crazing. Thus, a nondestructive technique for the measurement
of stress in polymers was deemed necessary and became the primary
focus of the research here. The work also included studies on the
laboratory induction of crazes and the role of stress and
environmental effects in craze incipience.

II. OBJECTIVES

The objective of the research was to improve stress measurement
techniques for stresses in polymers using surface acoustic waves.
The specific areas of investigations were: 1. Reproducibility of
earlier results [1]; 2. Improvements of hardware and techniques;
and 3. Further investigation of methods and techniques.

A second phase of the work involved the development of improved
accelerated crazing tests. The problems encountered when using
hanging weights at the end of the cantilever beam and continually
applying solvents were addressed. Techniques and hardware that
better represent real life conditions (especially constant strain)
were developed.

III. STRESS ACOUSTIC TESTS

The acoustic experiments were performed using L-cr waves which are
longitudinal waves localized to the surface by launching them at a
critical angle to the surface. The SBIR/USAF report contains
details about the techniques and hardware. The transducer
arrangement, with one transducer acting as a transmitter and
another as a receiver, is shown in Figure 1. A fixed distance is
maintained between the transducers so the change in arrival time of
a wave, from the transmitter to the receiver, is directly
proportional to the phase velocity.
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TRANSMITING RECEIVINGTRNDCER TASUE

ACRYLIC

FIGURE 1. TRANSDUCER ARRANGEMENT FOR SURFACE WAVES

These experiments were carried out to study and measure the
acoustoelastic effect, which is the relationship between applied
stress and acoustic velocity. If this relationship can be
quantified, the stress field can be determined by measuring the
acoustic velocity.

Due to the viscoelastic nature of the plastic studied, a unique
relationship does not exist between stress and strain. A specimen
under a constant strain field could have a changing stress field
due to the stress relaxation effect. Similarly, under constant
stress, plastics have large creep effect which causes the strain to
change. Thus, both stress relaxation and creep tests were
necessary.

The two types of aircraft grade acrylic sheets which were used in
these tests were unstretched acrylics sheets, which are 0.25 inch
thick, and stretched acrylic sheets, which are 0.125 inch thick.
Tensile samples twelve inches long and one inch wide were made from
both sheet types and used in all tests.

Acoustoelastic Calibration Tests

The calibration test involved loading a tensile specimen under
uniaxial stress and measuring the acoustic velocity. Specifically,
arrival time of the received wave was monitored at various discrete
values of the stress. The measurement arrangement is shown in
Figure 1.

A multiple loading and unloading test was carried out on the
specimen. The load was increased from an initial stress of 500 psi
to 6500 psi in increments of 500 psi and then decreased in a
similar manner. Each intermediate value of stress was maintained
for three minutes to overcome any problems caused by load rating.
The linear relationship between stress and the change in acoustic
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wave velocity is shown in Figure 2. The slope of the regression
line passing through the data points is termed the acoustoelastic
constant 'L' and is defined by the following equation:

AV/V=L-a

The value of 'L' varied from 4.65xi04 to 4.77xi0' in multiple
loading and unloading test on the sample. Another multiple loading
and unloading test was conducted to study the reproducibilty of the
previous test. The variation in the acoustoelastic constant ranged
from 4.60x104 to 4.85xi04 , as shown in Figure 3. For comparison,
a graph of stress versus strain is shown in Figure 4. The scatter
in the data for loading and unloading cycles is typical of
plastics.

The tests were also conducted on specimen of stretched acrylics,
which were thinner (0.125 inch) than the unstretched (0.25 inch)
used in the tests described above. Five loading and unloading
cycles were applied to each specimen. In each cycle, the stress
was varied from 0 to 4500 psi in increments of 1000 psi. The
change in acoustic wave velocity versus stress is shown in Figure
5. The value of the acoustoelastic constant for all five cycles
lies between 4.7xl04/psi and 5.2xl04/psi, a ±5% variation. The
scatter in the test on thinner specimen was higher than the scatter
in earlier tests with thicker (0.25 inch) specimen. A graph of
stress versus strain is shown in Figure 6. The scatter of the
strain data is ±2%.

Stress Relaxation Tests

When a viscoelastic specimen is strained, a stress develops
proportional to its elastic modulus; however, over time this
stress decreases. This phenomenon is known as stress relaxation.
The acoustic velocity variation was studied under stress
relaxation. The test involved stretching a specimen under the
strain control mode of a hydraulic loading machine. The specimen
was stretched until a desired level of initial stress is reached.
The servo-hydraulic machine maintains this prescribed position,
resulting into a constant value of strain in the specimen over the
duration of the test. The acoustic velocity is measured for
various values of this decreasing stress over ti--. The stress
relaxation tests were conducted on as cast acryliL specimen.

A graph of stress and AV/V versus relaxation time is shown in
Figure 7. The selected level of initial stress for this test was
5820 psi, and the duration of the test was 183 minutes. In that
time, the stress relaxed to 4525 psi, a reduction of 22.25%.

From the above test, the change in velocity is plotted versus
stress in Figure 8. The graph shows the linear relationship
between the change in acoustic velocity and stress as seen earlier
in the calibration tests. The slope of the regression line,
acoustoelastic constant 'L', through this data is
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6.2xl04 /psi. The stress relaxation test was repeated for a longer
relaxation time of 632 minutes. Results that are similar to those
of the previous test are shown in Figures 9 and 10. The tests with
longer time duration, however, show a piecewise linear
relationship. The data for the first line segment, having the same
initial duration, has a slope of 6.01x104 which compares well with
previous results. The slope of the second segment is 4.82x10 4 .
This difference can be attributed to material transformation such
as a recrystallization process.

Creep Tests

During the earlier (1] studies an interesting phenomenon was
observed in that the acoustic velocity did not change under creep
induced strain. That is, the acoustic velocity is only dependant on
stress and not strain. Further investigation was made by
conducting elaborate creep tests. In the creep tests, a constant
load level was maintained and the strain was allowed to change.
This was accomplished with a servo-hydraulic machine in the load
control mode, which maintains a desired load level irrespective of
the deformation.

The results of a creep test are shown in Figure 11. A stress of
6000 psi (13,129 ge) was applied to the sample and held constant
for about 8 hours. Due to the viscoelastic nature of the plastic,
creep occurred and the strain continued to increase to a value of
20,002 Ac as shown in the graph. There is, however, no significant
variation in the acoustic velocity.

In another test the specimen was again stressed to 6000 psi and
held at that stress for 240 minutes. A maximum strain value of
17,382 Ae was recorded during this time. The specimen was unloaded
to zero stress, at which point a strain of 4303 A remained. The
specimen was then allowed to recover this strain. A graph of
strain versus time is shown in Figure 12. Acoustic velocity
measurements were made during all the stages of the above tests.
A graph of change in acoustic velocity versus strain is shown in
Figure 13. It is interesting that the acoustic velocity remains
constant for the constant stress state as well as in the recovery
state of zero (constant) stress.

Stress Measurements

The technique of stress measurement is demonstrated by loading a
cantilever beam made out unstretched aircraft grade acrylic. Five
strips of 0.25 inch thick acrylic were bonded together to simulate
the layered structure of a transparency. The beam was 1 inch wide
x 12 inches long x 1.25 inches thick. The cantilever beam was
loaded by hanging weights in increments of 5 pounds. The
transducers were placed at the top surface. For each load, the
travel time of waves between the transducer varied proportionally
to the induced stress. The corresponding value of AV/V is
calculated by measuring the change in the travel time from the
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initial unstressed state. From the following equation, the stress

(a) can be calculated.

AV/V=L-a

The value of acoustoelastic constant 'L' for these acrylic samples
is obtained from the calibration measurement described earlier.
Figure 14 shows the value of stresses determined by the acoustic
technique compared with the calculated values from beam theory.
Several loading and unloading cycles were used to determine the
consistency of the results.

Discussion

The determination of the state of stress in structures, whether
from internal stresses or external loading, is a formidable
problem. The only technique available today is the hole-drilling
strain gage technique, a destructive method. It is not suitable
for plastics for two reasons. First, the local heating produced
while drilling the hole causes material changes and introduces its
own local stress field. Second, since plastics creep, no unique
relationship exists between stress and strain. Therefore, a
measurement of strain does not necessarily mean that one can
determine the stress uniquely.

The acoustic nondestructive technique described above could become
quite a viable technique for field measurement of stresses in
plastics. Further research and development work is needed in
several areas. The transducers used are rather large and thus
provide an average stress over a large area. Smaller and more
efficient transducers are necessary. Analytical work is also
necessary to better understand the acoustoelastic phenomenon in
viscoelastic materials. The effects of manufacturing (like the
rolling of sheets) on acoustic behavior, especially in terms of
altering the microstructure of the material, must be better
understood.

IV. CHEMICALLY INDUCED ACCELERATED CRAZING

In the field, an aircraft transparency is under a varying state of
stress and strain due to a variety of conditions ranging from
external loading to residual stress trapped during manufacture. A
stressed transparency is also exposed to various reactive chemicals
from the atmosphere and cleaning fluids. Over the course of
several months, a canopy begins to show the incipience of crazes
and other degradation.

It has been possible to conduct laboratory simulations of the
crazing that occurs in the field by exposing a stressed sample to
a concentrated solution of reactive fluids, such as isopropyl
alcohol. The standard laboratory crazing tests have been
conducted in the past by hanging a weight at the end of a
cantilever and applying a cloth wetted with solvent to this
stressed strip. The time of incipience of craze and the location
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of the crazes are noted. The cantilever test allows one to observe
the incipience and progression of crazing due to the linear
distribution of the stress. Two problems are encountered in this
test. Due to the tendency of plastics to creep, at least at higher
load levels, the specimen can continue to deform and cause
instability. The wet cloth quickly dries out and also hinders the
observation of craze incipience. To solve these problems a new
technique was developed and a special fixture was designed. This
fixture enables the experiment to be conducted entirely in the
reacting medium, thus eliminating the cumbersome and time consuming
procedure of dabbing the specimen surface with the reactive fluid.

FIGURE 15. IMMERSIBLE STRAINING FIXTURE

The fixture mounted with specimens is shown in Figure 15. Each
specimen still has a linear stress distribution as in the
cantilever beam, but instead of fixing one end and hanging weight
at the other end, one end is propped and the other end is given the
desired rotation. The rotation of the end is accomplished by a
shaft to which the specimens are fixed in the slots as shown. The
stress field is maximum at the shaft end and zero at the other end.
The fixture is immersed in a glass tank of dimensions 18.5 x 18.0
x 6.0 inches. The tank is filled with a mixture of one-half
isopropyl alcohol and one-half water by volume.

The typical experiment consisted of applying a calculated end
rotation that would correspond to a desired maximum strain. In the
case of purely elastic material, the stress and strain will be
equivalent, differing only by the proportionality constant (the
elastic modulus). This is not true for plastics due to their
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viscoelastic nature. Only the strain remains constant, i.e.
independent of time, due to the geometrical constraints. A similar
situation occurs in the manufacturing process where the plastic
sheets are stretched to a certain shape over a mold and
subsequently held fixed in the frame in the aircraft. The constant
strain test using the newly designed fixture better represents this
real life situation.

Accelerated Crazing Tests

Stressed Specimen: The specimen were bolted to the shaft in the
loading fixture. The shaft was rotated by 270, inducing a maximum
strain of 18,700 Ae in the specimen. From the elastic modulus of
300,000 psi, the initial stress can be calculated to be 5610 psi.
The entire fixture was then lowered into the test tank. The crazes
started from the edges and then progressed along the entire width
of the specimen. A graph of strain versus the time of craze
incipience is shown in Figure 16. This graph, though unique to
this study, is similar to others found in literature (2,3] which
show stress to craze. From the graph it appears that the threshold
of strain for craze is just above 10,000 Ae.

FIGURE 17. ACCELERATED CRAZE INDUCTION
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Unstressed Specimen: During the course of investigation it was
found that even unstressed samples showed crazes when left for an
extended time in the solvent. Figure 17 shows the specimen with
two types of crazes. The crazes near the lower end of the samples
are stress induced and are normal to the principal stress. The
crazes above these stress induced crazes, show no specific pattern
and occur after a much longer exposure to the solvent. To further
investigate this result, more tests were conducted. In the first
of these tests, small samples of both as cast (0.25 inch thick) and
stretched (0.125 inch thick) acrylic were kept in the tank for 92
hours. The samples did not carry any applied stress, and the edges
of the samples were not polished. Crazing on these samples was
observed over time. Crazes originated at the edges of the specimen
after about 75 hours. This can be attributed to microcracks and
induced local stresses at the edges. The :r.es travelled along
the width of the specimen at an angle of appr,,.-.ately 600 with the
free edge. A new test was conducted on samples with their edges
polished and corners rounded. The pattern ce ,rzes observed was
different from the previous test. Not all --razes originated
from the edges and the orientation was random. In another test,
annealed specimens were kept under solvents for 120 hours and no
crazes developed on these samples.

From this result, the incipience of crazes on the stretched and
unstretched specimen can be attributed to the manufacturing process
used for the acrylic sheets. To investigate further the effect of
sheet rolling (stretching), an 'L' shaped specimen was cut with one
side parallel to the rolling direction. Specific orientations of
crazes are shown in Figure 18. As expected, rolling direction
influenced craze orientation, in that the crazes were aligned in
the rolling direction.

FIGURE 18. CRAZES IN ROLLED ACRYLIC SHEETS
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Annealing of Stretched and Crazed Acrylics

Annealing is the process of heating a polymer to a temperature
above its glass transition temperature, holding the temperature
constant for some time, and then slowly cooling it back to room
temperature. Annealing relieves the stress in a polymer sample and
reorients the molecules to the original shape of the sample.

Two prismatic samples were cut from unstretched acrylic material,
one with its lengths parallel to the rolling side and the other
with its side perpendicular. Both samples were first crazed in a
solution of one-half isopropyl alcohol and one-half water by
volume. These crazed samples were then annealed at a temperature
of 180" F and then cooled to room temperature in about two hours.
It is shown in Figure 19 that the shape of the samples changed
significantly; however, the crazes on the samples were not
affected.

TABLE 1

Shape Changes Under Annealing of Stretched Acrylics

1. Long side parallel to rolling

Dimensions before annealing Dimension after annealing

length - 381 mm length - 211 mm
cross section - 26.0x5.6 mm cross section - 14.5x18.9 mm
volume - 55473 mm3  volume - 57902 mm3

increase in volume = 4.3%

2. Long side perpendicular to rolling

Dimensions before annealing Dimension after annealing

length - 384 mm length - 211 mm
cross section - 23.75x5.6 mm cross section - 14.45x18.38 mm
volume - 51072 mm3  volume - 56039 mm3

increase in volume = 9.7%

Discussion

The new technique of accelerated chemical crazing by immersible fixture
is stable, efficient and convenient. The crazing tests produced some
interesting results that shed new light on our understanding of craze
induction. The material property changes due to manufacturing may have
similar effects as those produced by stresses in terms of craze
induction.
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V. CONCLUSIONS AND RECOXOENDATION8

The acoustoelastic technique is a viable means f nondestructive stress
measurement for structural plastics. Further development work is,
however, needed in improving the t-ansducers and techniques. The
conventional stress measurement techniquoa like x-ray and hole-drilling
are not applicable to the plastics used for transparent enclosures.

ThL above research has raised questions about the curre- understanding
tha- stress is the primary cause of craze induction. T a new findings,
that crazing can be induced in unstressed sheets, require a more
critical examination of current beliefs and motivate further work in
this area.
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APPENDIX

CRAZING

It has often been observed that pottery glazes tend to develop an
intricate and beautiful array of cracks. This phenomenon is termed
crazing. This tern was passed on to similar features appearing on
polymers. The crazes appearing on the surface of polymers are not in
fact simple cracks but constitute an expanded material containing
oriented fibrils interspaced with interconnected voids. The material in
a craze is porous and has a density of about one-half that of the
surrounding material. The refractive index of the material in the craze
is different from the refractive index of the unstressed polymer. This
causes light which falls on the craze to be scattered and show up as
shiny spots. Crazing causes a major optical degradation when it occurs
in transparent enclosure of fighter aircraft.

A craze is initiated when an applied tensile stress causes microvoids to
nucleate at a point of high tensile stress concentration in the
polymers. These concentrations can be created by scratches, flaws,
burrs, cracks, etc. Crazing in glassy polymers is a form of yielding
which involves significant cavitation or localized fibrillation and
orientation of materials surrounding the cavities. The crazes appear on
the surface at right angles to the principal tensile axis. A craze once
formed cannot increase in thickness but grows laterally as long as there
is sufficient stress available at the tip. The combination of fibrils
extending across the craze thickness and interconnected microvoids
contribute to an overall weakening of material. Continued straining of
material results in a structure analogous to that of a porous sponge in
which the celL walls are highly drawned. These porous regions may be
thought of as an aggregate of microscopic cavities within the material,
which concentrate stresses in a manner similar to cracks. Once the
crazes are formed, cracks originate due to the breakdown of fibrillar
structure in the craze. Crazing is therefore one of the causes of
brittle fracture in polymers.
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ABSTRACT

Instrumented impact tests on symmetric graphite/epoxy panels were

conducted using a drop tower. The objective of the test program

was to systematically gather data on the type of damage sustained

by individual plies within a composite plate that had been

subjected to low velocity impact. In the program described in this

report, emphasis was placed on conducting tests at energy levels

that would result low levels of damage, in order to study

conditions contributing to the onset of damage, an in particular

ply delamination. For all the plates included in this study, an

energy level required to initiate damage was identified. Once this

energy threshold was exceeded, a characteristic damage pattern was

observed. As impact energy was increased, the damage zone grew both

in size and in the number of plies experiencing delamination.

However, interrogation techniques capable of identifying damage at

the ply level demonstrated that the characteristic shape of the

delamination zone was maintained on a ply by ply basis. The

largest delaminations occurred near the back face and gradually

decreased in size through the thickness to the point of impact.
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SECTION I

INTRODUCTION

1.1 Background

A composite consists of two or more materials combined on a

macroscopic scale to form a new material system with enhanced

physical properties. Over the last several years, laminated fiber

reinforced resin composites have been developed and put to use in

a wide variety of structures. The incentive for the introduction of

fiber reinforced composites stems from the high stiffness and

strength to weight ratios achievable, making them very attractive

in the aerospace industry because of the considerable weight

savings attainable. They exhibit excellent electrical properties,

possess outstanding fatigue and vibration characteristics, and can

be made to be corrosion resistant[51,66]. Other potential benefits,

not yet fully exploited, include the ability to tailor the

laminated composites to suit anticipated service loading

conditions.

Taking full advantage of the performance improvements possible

through the use of graphite-fiber composites is limited by the

matrix of these materials. The high tensile strength and modulus of

the fibers are primarily responsible for the strength and stiffness

of the composite, but the matrix is an essential element of the

system. The matrix maintains fiber alignment, stabilizes the fibers

against buckling, and provides load transfer between fibers. The

matrix is brittle, characterized by its low fracture toughness and

low impact resistance. In fact, fiber reinforced composites are

highly susceptible to impact damage, and great attention is paid to
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the damage which may occur during manufacturing and maintenance

operations.

Due to the inherent anisotropic and heterogeneous nature of

composite materials, the failure of the composite can manifest

itself in several ways. However, in a laminated composite there are

three principal failure modes: fiber failure, matrix cracking, and

failure of the fiber matrix interface. The broad category of matrix

cracking includes both intra-ply cracking and inter-ply cracking

known as delamination. It is common to see all three modes of

failure in a composite subjected to low velocity impact. The form

of the damage from impact depends on a variety of factors,

including the material parameters, the impactor characteristics

including shape, size, velocity, and mass, and the support system

of the laminate [16]. Low velocity impact is known to cause severe

structural damage to fiber reinforced composites (3,27]. However

the onset, growth, distribution, and characterization of damage is

not fully understood. A vital part of this understanding is the

identification of the threshold impact energy level needed to cause

damage to the composite. A more detailed, systematic study of the

type, character, and distribution of damage in a composite

subjected to low velocity impact will help in the understanding of

the failure mechanism and damage propagation through the laminate

thickness.

1.2 Objective

Damage of fiber reinforced epoxy composites caused by low

velocity impact has been studied both analytically [7,28,35,40,44,
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47,86,94,95] and experimentally [15,29,36,43,46,54,84,88,92,97].

Several of these experimental studies have investigated through-

the-thickness distribution of damage in an impacted composite for

a single energy level. Nevertheless little work has been done to

investigate how the characteristics of the damage state change with

increasing impact energies. The objective of the present research

is to systematically gather data about the type, character, and

distribution of damage within the composite laminate from incipient

damage to small incremental increases in the damage state and

influence of stacking sequence and specimer thickness. Delamination

is one of the most commonly encountered type of damage in composite

structures. Understanding the initiation and propagation of this

damage as well as information on the size, shape, and through-the-

thickness distribution of the delamination would therefore be of

great importance in the design and testing of these materials. To

achieve this objective, impact tests were performed and an accurate

description of the impact state was investigated by several non-

destructive as well as destructive techniques.

1.3 Scope of Work

The complexity of both the material and structural geometries

has impeded previous work, therefore for the work described in this

report, a simplified testing program was developed. Only one

material type was investigated, i.e. graphite-epoxy. Two ply orien-

tations and a variable laminate thickness were considered. It is

expected that results obtained from this research will be useful in

future work for prediction of damage onset and characterization in
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more complex ply crientations at a variety of plate thicknesses.

Various techniques were used for possible correlations of damage.

A presentation of previous work on low velocity impact damage

to fiber reinforced graphite/epoxy composites relating to this

investigation is given in Section II. Several evaluation techniques

to investigate the composite damage are discussed.

The experimental program performed is described in Section

III. A description of the specimens, including fabrication, quality

control, and identification scheme is made. The facilities and

testing procedures followed are described in this section.

The results of the impact tests conducted are presented in

Section IV. Correlations between impact test data and resulting

damage found are made. A summary of the investigation and some

suggestions for additional work are included in Section V.
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SECTION II

REVIEW OF PRqEVIOUS WORK

2.1 Introduction

Composite materials are increasingly being considered for

structural applications and specialized situations where weight

savings, increased stiffness, and/or special tailoring are

required. However, one major shortcoming of laminated composites

when compared with conventional metal structures is their

susceptibility to impact damage. Several studies have shown that

fiber-reinforced epoxy laminates are easily damaged from foreign

object impact (25,27,87,89]. A global view of impact has been

presented by Cordell and Sj6blom [21] and others [16,82]. A

thorough understanding of all aspects of the impact problem is

essential to gain a better appreciation of the phenomenon. Figure

2.1 represents the problem of impact and sketches the requirements

a solution system should posses.

2.2 Description of Damage

Cordell and Sjoblom (21] described impact damage as falling

into three broad categories: battle damage, damage occurring during

fabrication and maintenance, and damage during flight operations.

Battle and flight damage are characterized by high velocity impact

typically resulting in through penetration or severe visible

damage. In contrast, damage occurring during fabrication and

maintenance is characterized by low velocity impact usually
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resulting in significant internal damage with undetectable to only

barely visible surface damage. Ramkumar [67] classified damage

according to the velocity of the impactor; that is, high,

intermediate, and low. He identified the impact velocities

according to the following regimes :

Low velocity : < 150 ft/s ( < 45.7 m/s )
Intermediate velocity : 150 ft/s-2000 ft/s (45.7 m/s-610m/s)
High velocity : > 2000 ft/s ( > 610 m/s)

This classification system is widely used to define the impact

velocities in composites. It is apparent that the two systems

described are similar since high velocity impact is characteristic

of battle damage and damage resulting from fabrication and

maintenance is typical of low velocity impact. General agreement on

these definitions is lacking however, since low velocity impact has

been defined differently by other authors [66,82,99].

Because it is hard to detect, it is widely agreed upon that

damage resulting from low velocity impact is potentially the most

dangerous type to a laminated composite [31,73-76]. The damage

manifests itself in several different states (22,31,51,52], but it

is most often observed in the creation of interlaminar cracks or

delaminations. Delaminations are responsible for the significant

degradation of residual properties of the composite. Numerous

studies[3-6,9-11,14,18,32,38,39,40,42,48-50,59-61,64,68,69,77-79,

96] have been conducted on the residual strength and stiffness of

an impacted composite coupon. Bishop (5] found that the compressive

strengths of an impacted composite can be reduced. Figures 2.2 and

2.3 taken from Bishop [5] show that the residual tensile and com-
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pressive strength of graphite/PEEK and graphite/epoxy are reduced

up to 50 percent for impact levels of 16 ft-lb (12 J) with

increasing impact energy. Ghandhe and Griffin [31) investigated the

residual properties of graphite/epoxy coupons and found that the

tensile strength of the composite can be reduced by nearly 50

percent for impact levels of only 8 ft-lb (4.9 J), see Figure 2.4.

Thus, due to variability in different testing programs, wide

scatter in the data may be encountered. Other studies have found

that low velocity impact results in a decrease in the vibrational

frequency (1,51,73], an increase in the damping coefficient [49,51,

73], and a reduction in the fatigue life (10,12,20,34,55,63,66,70]

of the composite.

2.3 Experimental Investigation of Damage Due to Low Velocity

Impact.

Generally, investigating the impact event has been approached

in two ways: analytically and experimentally. The analytical inves-

tigations attempt to model the complex material system and impact

loading to predict the onset of delamination and damage by simpli-

fying the problem. On the other hand, experimental programs, which

will be the focus of this report, attempt to investigate the

phenomenological effects of impact on a composite material.

Typically, the residual properties of the material are determined

as an indication of the extent of the damage state. A number of

researchers have used nondestructive techniques such as ultrasonic

C-scanning and/or destructive techniques to analyze the effects of

impact on the test specimen.
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Standardization of testing and results reporting is lacking in

the various experimental investigations that have been conducted

due largely to the large number of possible variables involved in

testing. Some of these variables include the testing devices,

target configuration, boundary conditions, and impactor weight and

geometry. Data scattering due to the variability of the factors

listed above results in difficulty in comparing tests from one

program with those of another.

2.3.1 Testing Devices

Three different devices are commonly used to perform the low

velocity impact tests of interest to us in this program, viz. the

pendulum impact system, the vertical drop tower, and the gas gun.

These three devices can perform essentially the same function but

each has its own advantages and disadvantages.

The pendulum impactor has successfully been used by Cordell

and Sjoblom [21]. A schematic of the system is shown in Figure 2.5.

The height and weight of the impactor are selected by the user. The

impactor is manually raised to a predetermined height and released,

striking the target horizontally. The pendulum impactor system is

simple to use, provides reproducible impacts, and can be instrumen-

ted to record the load time hi.ory.

The vertical drop tower has been used by researchers to

conduct impact tests [41,87,91,93,97]. It is similar in concept to

the pendulum impactor. A schematic of a typical device is shown in

Figure 2.6. As with the pendulum impact system, the weight and drop

height of the impactor are user selected, but unlike the pendulum
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impactor, where the target is struck horizontally, the direction of

impact is vertical. The drop tower system can also be instrumented

to record the load time history of the impact event.

A gas gun has been used by Sierakowski and Chaturvedi [74] to

conduct impact tests. A schematic drawing of the gas gun assembly

and related equipment is shown in Figure 2.7. The gas gun propels

a projectile at the composite target. The usefulness of this system

is severely limited because the projectile is not instrumented, and

thus the impact phenomenon is not recorded and must be inferred

from indirect measurements. The utility of the gas gun is also

limited because the investigator cannot accurately reproduce the

same event from one test to another.

Because the pendulum and drop tower can be instrumented, the

researcher using one of these systems has the critical advantage of

being able to record the load-time history [19,41,55,76,87]. This

provides a powerful tool for describing the impact event, greatly

improving our understanding of the impact phenomenon. Use of

instrumented tests, especially in the low velocity range,

provides a repeatable method of comparing the response.

2.3.2 Impactor

The damage state of an impacted composite is dependent upon

the geometry of the impactor. The effects of the size and shape on

the plate response will be discussed.

Chaturvedi and Sierakowski (18] studied the effects of

impactor size on the amount of damage sustained in composite

plates. They found that for the same impact energy of the different
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impactors that the damage area decreases with increasing impactor

size, see Figure 2.8.

In a presentation by Stevanovic' et al. (79], two different

impactor shapes were used to impact quasi-isotropic graphite/epoxy

specimens at the same impact energy level. The impactor shapes were

spherical and blunt-tipped. They found that for the laminates

examined the impactor shape had no influence on the residual

tensile strength. Ramkumar (66] also investigated the effect of

impactor shape on the residual tensile strength of composite

targets. In contrast to Stevanovic's results, he found that the

residual strength is highly dependent upon the impactor shape.

Thus it appears that predictions for strength and damage should

include the effect of the impactor's size and shape.

2.3.3 Target Configuration

The target's response to impact loading is affected by the

geometry and material system of the specimen. The geometry of the

specimen includes both the stacking sequence and thickness.

The effects of stacking sequence on the impact response of

glass/epoxy composites were investigated by Liu [53,54]. He found

that the delamination area increases with the higher difference in

the angle between the adjacent laminae. Thus for a unidirectional

specimen where there is no difference in the angle between any two

laminae there were no delaminations. He explained the increase in

delamination area based on the bending stiffness mismatching

between two adjacent laminae, and he proposed a bending stiffness

coefficient as an indicator of delamination potential between the
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laminae. But as pointed out by Greszczuk and Chow [34] in thin

plates, the impact damage is governed by plate bending stresses.

As the thickness of the specimen increases, plate bending becomes

small and impact damage is largely from local contact stresses.

Thus the proposal by Liu is thus limited to thin plates highly

influenced by bending stresses.

The effect of laminate thickness on the delamination damage

due to impact was investigated by several researchers including

Greszczuk and Chow [34], Liu [53,54], and Guynn and O'Brien [36].

Greszczuk and Chow found from visual inspection that for the same

impact energy, increasing the thickness of the plate caused an

increased resistance to damage. However Liu and Guynn and O'Brien

found from several nondestructive and destructive techniques that

for the same loading conditions thicker plates experienced more

damage than thinner plates.

In addition to stacking sequence and thickness, the material

system of the composite has been found to effect the damage

response to impact. Gauss and Buckley [32], Schmueser and Wickliffe

(71], and Wardle and Tokarsky (87] investigated the response of

several different material systems to impact loading. Each study

showed that the amount of energy absorbed by the composites

depended on the material system. Thus the material systems could be

ranked by their ability to resist damage. However, Gauss and

Buckley (32] showed that the total energy absorbed may not, in

itself, be a useful parameter in ranking material impact responses.

The extent of damage must also be known along with the type of

damage that the intended structure can best tolerate.
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2.3.4 Boundary Conditions

The effects of boundary conditions on the surface matrix

cracking were investigated by Liu and Malvern (53]. Composite

plates of the same stacking sequence were impacted using three

different boundary conditions; a rectangular plate with four sides

simply supported, a rectangular plate with clamped edges, and a

circular plate with its circumference clamped. They found that the

boundary conditions discussed do not result in any significant

difference in the matrix cracking patterns, except for local

effects near the edges. The different boundary conditions were

found to limit the extent of matrix cracking.

2.4 Techniques for Evaluating Damage

Generally there are two methods of studying the damage in

composites: nondestructive techniques (NDT) or destructive

technique (DT). Each technique consists oZ several methods to

evaluate the damage. In most experimental investigations, more than

one NDT and/or DT is utilized because of limitations inherent in a

single procedure, the complexity of the material system, and/or

because several damage modes may be present. A thorough knowledge

of the various techniques can compliment an investigation and

provide valuable experimental information. Many state-of-the-art

nondestructive evaluation techniques are being developed, and a

recent world conference on nondestructive testing held in Amsterdam

provides an extensive review of the present research in this area

(58]. Several NDT and DT which have enjoyed widespread acceptance

and are used more often than others are discussed in this section.
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2.4.1 Nondestructive Techniques

2.4.1.1 Visual Inspection

Recent experimental studies (21,45,50] have tried to correlate

visible front and back face damage with parameters from the impact

event as a quick means to estimate the amount of internal damage.

Levin [50] defined barely visible impact damage as a 1 mm deep dent

on the impacted surface of the test specimen. Cordell and Sjoblom

(21] defined four different (labeled I through IV) failure regions

distinguished primarily by the amount of damage the composite

specimen sustains during impact. As the number of the region

increases from I to IV the extent of the resulting damage sustained

by the composite structure increases. Region I was characterized

by, at most, minor intra-ply cracking. Regions II and III were

associated with increasing levels of damage up to and including

back face spitting and fiber breakage. In failure region IV, the

extent of damage sustained by the composite structure was

distinguished by through penetration. Figure 2.9 shows the

correlations between percent energy loss versus impact energy and

the different failure regions. Cordell and Sjoblom found that for

a 16 ply graphite/ poxy composite the failure regions were defined

according to the following impact energy regime :

Failure Region ImDact Energv ( J )
I < 1.3
II 1.3 - 3.0
III 3.0 - 13.0
IV > 13.0

Kandalaft (45] defined six damage levels based on the visual

appearance of the composite surface after impact. The lowest damage
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level, Level 1, corresponded to an impact resulting in no visible

damage. The highest damage level, Level 6, corresponded to "split

and broken fibers on the impacted surface with spalling on the back

face." Figure 2.10 presents the damage levels defined by Kandalaft.

2.4.1.2 Ultrasonic C-scan

The ultrasonic C-scanning technique has been used by several

investigators to estimate the amount of internal damage in a

composite [8,13,17,37,65,80,81,85,109]. This technique identifies

damage regions in the specimen by measuring changes in the

attenuation of an ultrasonic wave as the wave passes from intact

areas to damage zones within the plate. This method can identify

only the projected extent of internal damage. The technique is thus

limited in its ability to identify on a ply by ply basis the

characteristics of the damage. However several investigators,

including Ghandhe and Griffin [33], Levin [50], and Nixon et al.

(57], have used this technique to estimate the effect of impact

loading in composites.

Nixon et. al (57] used carbon fiber/PEEK composites to conduct

drop tower tests with increasing impact energy levels. C-scans were

taken of the impacted plates to investigate the damage development,

see Figure 2.11. Table 2.1 shows the impact energy levels the

plates were subjected to. A similar investigation was conducted by

Ghandhe and Griffin [33] on interleaved and noninterleaved graphite

epoxy composites and these results are shown in Figure 2.12. Both

studies showed that a threshold impact energy level is required for

the onset of delamination and the amount of damage, as determined

ultrasonically, increases with impact energy. The results from
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Ghandhe and Griffin's research is shown in Figure 2.13.

Levin [50] measured the residual compressive strength of

impacted composite plates by investigating the increasing C-scan

damage area. He found the compressive strength of an impacted plate

decreases with increasing C-scan damage area, see Figure 2.14.

2.4.1.3 X-Ray Radiography

Several researchers have used the X-ray radiography technique

to investigate the internal damage in composites [2,36,50,52,62,72,

98]. Unlike the ultrasonic technique which usually provides a

two-dimensional projection of the internal damage, X-rays can be

used as a three-dimensional evaluation technique. This technique

consists of taking two X-rays radiographs of the impacted specimens

from a known angle to the normal of the specimen surface. Viewed

through a stereoscope, the size, shape, and location of the damage

area on a ply by ply basis can be determined.

The technique provides direct resolution capability to record

both the matrix cracks and interlaminar delaminations. Guynn and

O'Brien (36] showed that the initiation of damage in impacted

graphite/epoxy laminates is first created on the back face of the

specimen followed by delaminations growing from these cracks. They

also found that the direction of the delamination always follows

the direction of the matrix crack in the back ply of each

interface.

2.4.2 Destructive Techniques

Destructive techniques can be used to investigate the internal

damage in an impacted composite by degradation of the material.
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These techniques have the advantage of providing the investigator

with a through-the-thickness description of the condition of the

specimen.

2.4.2.1 Edge Replication

The edge replication technique involves sectioning the damage

area into a number of thin strips and then specially polishing the

edges. A replicating tape is used to record the damage state of the

polished surface. Liu et al. [52] used this technique to investigate

the matrix cracking patterns within impacted graphite/epoxy

composites of varying stacking sequences. They found that this

method is useful in observing the global view of matrix cracking

and delaminati ns in an impacted plate and that the shape of the

delamination area depended on the composite stacking sequence.

Figure 2.15 shows the delaminations Liu found at the interfaces of

an impacted (02/902/02/902/.. )30, plate.

Wu and Springer [94] investigated the internal damage in 16

ply graphite/epoxy composites of various ply orientations using a

method similar to edge replication in which the specimen is

dissected and the damage area is mapped utilizing a microscope.

They found that the delaminations only occur when there is a change

in ply orientations. Typical damage observed from sectioning is

shown in Figure 2.16. They also found the shape of the delamination

to be oblong and nearly parallel to the direction of fibers in the

lower ply, see Figure 2.17.

2.4.2.2 Thermal Oxidant Penetrant Deply

The deply technique involves partially pyrolyzing the resin

matrix which permits the individual plies of the laminated compos-
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ite to be separated. The technique was first developed by Freeman

[29,30]. Deplying is a destructive technique used to investigate

the individual ply damage. A dye penetrant, e.g. gold chloride, is

used to provide an accurate footprint of the damage state.

Guynn and O'Brien [36] conducted low velocity impact tests on

quasi-isotropic graphite/epoxy panels of varying thickness using a

0.5 inch diameter aluminum impactor. They investigated the size,

shape, and distribution of delaminations utilizing several

evaluation techniques including the deply technique. They found

that the delaminations were "peanut" shaped at almost every

interface through the thickness, see Figure 2.18. They also found

that the damage sequence near the back surface initiates with the

matrix crack formation followed by delaminations in the directions

of the back ply of each interface, see Figure 2.19. Several addi-

tional studies (21,52,54,83,94] have revealed this characteristic

shape delamination reported by Guynn and O'Brien [36). Dost et al.

[24] studied the impact damage in a quasi-isotropic laminate and

found a spiral array of transverse cracks and delaminations that

formed four ply circular sublaminates. The transverse matrix cracks

were found to connect the delaminations, forming a sublaminate that

repeated with the stacking sequence through the laminate thickness.

2.5 Sumuary

The following observations can be made concerning the work

discussed in this section:

1) A considerable amount of effort has gone into trying to

describe the damage sustained by composite structures subjected to
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impact.

2) Due to the formidable task of analytically describing the

impact of composite structures, instrumented impact testing is

necessary.

3) Numerous techniques are available to investigate the damage

sustained by composites subjected to impact. Typically, a

combination of nondestructive and destructive techniques are

utilized to study the damage because of individual limitations

inherent of the techniques, the complexity of the material system,

and/or because of the presence of several damage modes.

4) Results of previous experimental programs investigating the

damage in composites have shown the following; a) there is a

threshold energy level of damage, b) damage area increases with

impact energy, c) an association of matrix cracks with the

delaminations, and d) the presence of a peanut shaped delamination

in the interface of the damaged laminae

5) Data scattering due to the variability of testing devices,

target configuration, and/or impactor weight and geometry makes it

difficult to compare the results of one program with those from

another. In some cases this leads to contradictory results.

6) Although much work has been done to describe the type of

damage in composites subjected to impact, more research needs to be

conducted on the progression, distribution, and type of damage on

a ply-by-ply basis for different levels of impact damage.
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Figure 2.5 Impact Pendulum System (after Cordell and Sjbblom [211)
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Table 2.1 Impact Levels ( after Nixon et al. [57])
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Figure 2.12 Ultrasonic C-scans of Noninterleaved ( T300/934 )and

Interleaved (1IM6/ 1808 ) Graphite/Epoxy Laminates at Different

Impact Levels ( after Ghandhe and Griffin (331)
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Figure 2.19 Typical Damage Sequence Through-the-hickess (after Guynn
and O'rien [361)
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SECTION III

EXPERIMENTAL PROGRAM

3.1 Introduction

The experimental program described in this report was designed

to determine the damage progression in graphite/epoxy composite

plates subjected to low velocity impact. The size, shape, and

location of damage areas were recorded for impacts ranging from

below the level at which damage could be detected ultrasonically,

up to the point where far side damage became visible.

Graphite/epoxy plates of 12, 24, and 48 plies oriented in either

(0/90)s or (±45),,, see Figure 3.1, were tested at impact velocities

ranging from 3 ft/s (.9 m/s) to 13 ft/s (4.0 m/s) using an

instrumented drop tower device. Destructive and non-destructive

techniques were used to evaluate the damage induced.

3.2 Specimens

3.2.1 Specimen Fabrication

The test specimens were cut from panels supplied by the

Composites Fabrication Facility of the Flight Dynamics Laboratory,

Wright Research and Development Center, (WRDC), Wright-Patterson

Air Force Base, Ohio. The dimensions of the panels are shown in

Figure 3.2. Each panel was fabricated from prepreg tapes of

Hercules AS4 graphite/3501-6 epoxy matrix. The panels were supplied

as listed in Table 3.1.
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Table 3.1 Specimen Configuration

Specimen Stacking No. of No. of No. of Size
Subpanel Sequence Plies Panels Subpanels (in x in)
Type Per Panel

Cross-ply (0/90)3s 12 2 12 7 x 7
Cross-Ply (± 45)3s 12 2 12 7 x 7
Cross-ply (0/90)6s 24 2 12 7 x 7
Cross-ply (± 45)6s 24 2 12 7 x 7
Cross-ply (0/90)12s 48 2 12 7 x 7
Cross-ply (± 45)12s 48 2 12 7 x 7

3.2.2 Specimen Quality Control

The panels were evaluated for fabrication defects using an

ultrasonic C-scan device located in the Non-Destructive Evaluation

Branch of the Air Force Materials Laboratory (WRDC). All panels

were found to be free from any significant flaws or defects. The

panels were also measured for thickness uniformity at the locations

specified in Figure 3.2. Measurements showed that all panels

conformed to the specified thickness requirements. The results of

a resin analysis conducted to determine the resign content, fiber

fraction, and void fraction are presented in Table 3.2.

Table 3.2 Resin Analysks

Panel Average Ply Density Resin Volume Percent
Thickness (gm/cc) (wt%) Resin

(0/90)3s-1 0.00520 1.5613 30.20 37.24
(0/90)3s-2 0.00519 1.5937 30.58 38.49
(± 45)3s-1 0.00521 1.5682 30.15 37.35
(± 45)3s-2 0.00520 1.6122 31.10 39.61
(0/90)6s-1 0.00525 1.5869 28.38 35.58
(0/90)6s-2 0.00525 1.5898 29.15 36.60
(± 45)6s-1 0.00525 1.5816 28.12 35.14
(± 45)6s-2 0.00519 1.5960 27.51 34.68
(0/90)12s-1 0.00528 1.5998 30.20 35.78
(0/90)12s-2 0.00520 1.5951 30.01 35.19
(±45)12s-2 0.00533 1.5879 27.77 34.83
(±45)12s-2 0.00529 1.5791 28.28 35.27
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3.2.3 Specimen Identification

Two panels of each stacking sequence were fabricated. Each

panel was divided to give twelve 7" by 7" (17.8 cm by 17.8 cm)

specimens for each stacking sequence. Figure 3.2 also shows the

location of the three typical 7" by 7" specimens, designated as A,

B, and C for each panel. As an example, a typical specimen

identification number for a 24 ply ( 0/90 )65 laminate would be

90-6S-2-B.

3.3 Facilities

3.3.1 Ultrasonic C-Scan Machine

An ultrasonic C-scan machine, similar to the device used in

The Ohio State University, Department of Civil Engineering

Composite Research Facility which is shown in Figure 3.3, was used

to C-scan the test specimens before and after impact testing.

3.3.2 Drop Tower

A model 8250 impact drop tower device, manufactured by Dynatup

Products Division of General Research Corporation and located in

the Department of Civil Engineering Composite Research Facility at

The Ohio State University, was used to produce the instrumented

impact loading. A picture of the drop tower is shown in Figure 3.4.

This system consists of three basic components: a weighted cross-

head and impactor which is guided by vertical rails to strike the

target, hardware and software used for data acquisition and

reduction, and a load transducer mounted in the impactor, see

Figure 3.5. This model was designed to incorporate various impactor
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(tup) configurations and specimen support fixtures. One constraint

of this tower is that specimens no longer than 6" wide (15 cm) can

be tested when mounted between the guide columns. Larger specimens,

such as the ones used in the present research, had to be tested

below the upper baseplate of the machine. To allow testing of these

specimens an adjustable level Tool Corporation Portelevator

platform was installed under the baseplate.

The drop tower used in the present study, is a gravity mode

testing device. To allow for a variation in the crosshead mass,

several sets of interchangeable crosshead side plates varying in

weight from 5.5 lb (2.5 kg) to 100 lb (45.5 kg) can be installed.

In the free fall mode, velocities can range from 2 to 12 ft/s (0.6

to 3.7 m/s) resulting in a range of impact energies from 0.47 to

223.6 ft-lb (0.6 to 303.2 J). Therefore, a complete spectrum of

composite material failure mechanisms, from incipient damage to

through penetration, can be studied.

3.4 Data Acquisition and Reduction

The data acquisition and analysis system used was designed by

the manufacturer of the drop tower for use in instrumented impact

testing. Data acquisition is triggered externally by a flag passing

through a light beam/photodetector. Figure 3.6 shows the mounting

configuration of the flag. Impact data, such as the load-energy-

time history, can be displayed on the computer screen immediately

after completion of a test.

Energy calculations were performed using the crosshead impact

velocity which was determined by measuring the time necessary for
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the triggering flag to pass through the photodetector. Thus the

external flag is used both to initiate data acquisition and to

determine the tup impact velocity.

3.5 Tup Configuration

The impact load duration is recorded by a load cell located in

the impactor connected to the crosshead, refer to Figure 3.5. The

tup, which is the impactor/load cell combination, is a cylindrical

stainless steel shaft of 1 inch (2.5 cm) diameter with a

hemispherical tip. One tup configuration was used in all tests

conducted for this study because, as reported earlier, previous

researchers (18, 22,23] have shown that the tup geometry can affect

damage level.

3.6 System Calibration

The weight of the crosshead striking the specimen was measured

using a Sensotec model GM load cell having a range of 0 to 100

lb.(0 to 45.4 kg.) and a precision of ±.01 lb. For the tests

described in this report the impact weight was kept constant at

9.39 lb (4.26 kg).

While the load and time response are directly measured from

the load cell, absorbed energy and displacement values are computed

from the measured initial velocity, the crosshead mass, and the

load-time history. Manufacturer supplied software allows the data

to be displayed, printed, and stored. Figure 3.7 shows a typical

output generated from an impact test. Each graph provides the

following information: graph title, date and time of testing,

82-51



specimen identification, temperature, load and energy time

histories, impact velocity and energy, time to maximum and total

loads, maximum load, total energy absorbed, the energy at maximum

load, and any relevant comments made by the user.

3.7 Control of Experiment

To ensure specimen uniformity, all of the panels were fabri-

cated from the same Hercules prepreg batch at the same time under

the same bagging and autoclaving conditions. During impact testing

the guide rail bars were frequently cleaned and lubricated to

provide an essentially frictionless fall. Each measured velocity

was checked against the calculated velocity to ensure the system

was performing satisfactorily.
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Figure 3.4 Drop Tower Facility
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Figure 3.6 Schematic Of Flag Mounting Device
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SECTION IV

EXPERIMENTAL RESULTS

4.1 Introduction

The onset and growth of delamination damage was evaluated in

the composite plates at a number of impact energy levels using

ultrasonic C-scan, X-ray radiography, and deplying techniques. The

techniques were used to detect and monitor the extent, nature, and

development of damage with increasing impact energies. The results

of the impact tests along with the C-scan, X-ray, and deply results

are presented for the various _ late configurations that were

described in Section 3.2. Correlations between the instrumented

impact tests and the plate damage measured ultrasonically are made

to determine a relationship between the impact event and the

progression of damage and how these are influenced by ply

orientation and specimen thickness. Correlations are also made

between the X-ray and deply techniques and the instrumented impact

test results to compliment the findings of the Narious techniques.

4.2 Preliminary Impact Test Results

Specimens with dimensions 7" by 23" (18 cm by 58 cm) were

initially cut from the panels discussed in Section 3.2. The length

of the panels allowed for three differen target areas. Preliminary

impact tests were conucted on these specimens to determine if the

state of .amage was affected by the NASA mounting frame [56]

discussed in Section 3.2. A photograph of the fixture is shown in
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Figure 4.1 and a schematic is shown in Figure 4.2. These

preliminary tests were performed because an analysis of the test

fixture by Foos [26] had shown that the NASA holding fixture

actually gives a mixture of simply supported and clamped boundary

conditions.

The plate was impacted once at each target area under the same

loading conditions. Figure 4.3 shows the C-scan results of a (±45)6,

impacted graphite/epoxy plate. The middle target was identified as

B while the two outside targets were designated A and C. The extent

of the damage is similar for all the targets. However, the areas of

the damage on A and C appear to be mirror images of each other. The

ultrasonic results suggest that the damage state may be affected by

the boundary conditions for each target area since the boundary

conditions for target B are symmetric about the impact while in

targets A and C they are not. Apparently, the shape of the plate

affected target boundary conditions and consequently the state of

the damage. To eliminate any variability in specimen edge boundary

conditions the plates were cut into 7" by 7" targets.

4.3 Instrumented Low Velocity Impact Tests

A systematic series of instrumented impact tests was con-

ducted on the specimens. Several panels were subjected to impact

energy levels insufficient to cause any damage so a threshold

impact energy level could be established. The threshold energy

level was defined as the minimum impact energy required to initiate

damage. Due to scatter in the data, the best estimate of the

threshold energy level was assumed to be the average of the maximum
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energy that did not cause any damage and the minimum energy that

did cause measurable damage. After the energy threshold was

established, the impact energy was gradually increased until damage

to the back face of the specimen was visible. This series of tests

provided information about the impact energy just required to

initiate damage and how the extent of damage progressed with

increasing impact energy. The impact energy is the kinetic energy

of the crosshead at impact and was calculated from the measured

velocity at impact. The rebound energy was calculated from the

maximum height of the rebound. The net energy, or the absorbed

energy, is the amount of energy transferred to the specimen and is

taken to be the difference between the impact energy and the energy

used in rebounding the crosshead. Since plates of different

thicknesses were investigated, the energy was normalized with

respect to the thickness by dividing the energy by the number of

plies in the plate. Table 4.1 summarizes the impact test data

performed in the program with the corresponding damage area as

determined by C-scan.

4.4 Impact Response

Figures 4.4, 4.5, and 4.6 are load and energy time histories

of impact tests conducted on 12 ply (0/90)3, specimens for

increasing impact energies. All three figures show a small spike in

the load history immediately after initial contact of the impactor

with the composite plate. This reflects the inertial load required

to accelerate the specimen from a velocity of zero to the velocity

of the falling impactor. Typically this sharp spike is followed by
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a decaying oscillation caused by the ringing of the load cell. As

shown in Figure 4.4, for levels of impact insufficient to cause any

damage, the load gradually rises with time to the peak load and

then smoothly decreases beyond this point. The time to maximum load

occurs at 4.97 msec. As the impact energy is increased, as shown in

Figure 4.5, there is a gradual rise in load with time until a

sudden decrease is observed. The sudden decrease in the load is an

indication of fiber breakage and/or matrix cracking sustained by

the composite. This is followed by high frequency oscillations of

approximately 7000 Hz which is the resonant frequency of the tup.

A C-scan of the plate at this energy level identified some target

damage. The time to maximum load is less with increasing impact

energy. Note that the load time history of Figure 4.6 possesses the

same features as those in Figure 4.5 but that the peak load is

followed immediately by an even larger drop in the load. The excess

amount of energy that has been absorbed beyond that which is

necessary to initiate damage goes into the creation of more damage.

This results from the increase in impact energy and is evident by

the even larger amount of damage in the composite. Notice with the

increase in the impact energy that the time to maximum load

decreased to 3.88 msec. Failed specimens, as shown in Figures 4.5

and 4.6, continue to carry some load beyond the maximum.

4.5 Comparison of Impact and Net Energy with Damage

Figures 4.7 through 4.14 depict the effects of plate thickness

and ply orientation on the amount of energy absorbed by the

composite plate as a function of increasing impact energy per ply.
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A line of equal impact to net energy (1:1 ratio line) has been

constructed on each of these figures. This line represents the

upper limit for the data in that all the points must lie below this

line.

Figure 4.7 shows that for a 12 ply (± 45) specimen the net

energy per ply increases linearly with increasing impact energy per

ply. Figures 4.8 and 4.9 show that for 24 and 48 ply (± 45)

specimens respectively, the net energy per ply increases linearly

for impact energies up to approximately 0.38 ft-lb/ply. In the

range of impact energies of 0.38 through 0.42 ft-lb/ply, the data

show a noticeable increase in the amount of energy being absorbed

by the composite. Figure 4.10 combines the data for the three plate

thicknesses tested with the (±45) configuration. It is clear from

this figure that the amount of net energy per ply in the thicker 48

ply specimens is higher over the entire range of impact energies

per ply than the other two plate thicknesses. Thus, the data points

for the 48 ply specimen, when compared with the 12 and 24 ply

specimens, lie closer to the 1:1 ratio line indicating that this

plate thickness absorbs more energy per ply for the same impact

energy per ply. Figure 4.10 also shows that the 12 ply specimens

absorb less energy than either of the other two thicknesses,

although there is some scatter in the data.

Figures 4.11 through 4.14 present the results of the impact

tests for (0/90) specimens. As was found for the (±45) specimens,

the 12 ply (0/90) specimens show an approximately linear increase

in net energy per ply with increasing impact energy per ply, see

Figure 4.11, although there is considerable scatter in the data.
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Figure 4.12 reports the data for the 24 ply specimens. Similar to

the results for the (±45) specimens, the 24 ply (0/90) specimens

show a linear increase in net energy per ply with impact energy per

ply until a transition zone occurring in the range 0.38 through

0.42 ft-lb/ply is encountered. In this range the specimen absorbs

greater amounts of energy. Figure 4.13 shows the linear response of

the net energy per ply with increasing impact energy per ply for

the 48 ply specimen. Figure 4.14 shows the data for the three

thicknesses on the same graph. Trends similar to those observed in

the (±45) specimens can be seen.

A possible explanation for the trends in energy absorption for

the different plate thicknesses may be found from the initiation

and mechanism of damage. Figures 4.15 reports the C-scan damage

area versus the impact energy per ply for the (±45) specimens and

Figure 4.16 for the (0/90) specimens. Figure 4.15 shows that there

clearly is a range of impact energies per ply where damage

initiates, as determined ultrasonically. The threshold energy level

of damage is defined for impact energies per ply of approximately

0.38 through 0.42 ft-lb/ply for all the thicknesses. This range was

also the transition zone defined for increased absorbed energy per

ply, as discussed in Figures 4.7 through 4.14. Similarly, Figure

4.16 shows the same range in impact energy per ply for the (0/90)

specimens that defines the threshold energy level for the

initiation of damage, although there is more scatter in the data

for the 12 ply specimen. Both Figures 4.15 and 4.16 show that the

area of damage in the thicker plates is more extensive than in the

thinner plates. The figures also show that for the 24 and 48 ply
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specimens little additional energy absorption results in a greater

spread of damage than in the 12 ply specimens. In fact, for the 12

ply specimens, the extent of damage area appears to approach a

constant value of less than one square inch, which is slightly

larger than the cross-sectional area of the impactor.

Thus, an explanation for the increase in net energy per ply

with impact energy per ply, as shown in the transition zone, is

that the specimens are absorbing more energy though the creation of

damage surfaces. Therefore Figures 4.17 and 4.18 consider the

C-scan damage versus the net energy per ply as a descriptor to

identify the state of damage. Figure 4.17 shows the results for the

(±45) specimens. Similar trends in the data as compared when using

the impact energy per ply are identifiable. However due to the

large amount of scatter in the data, the energy per ply level to

identify the threshold energy level is not as apparent. Similar

results, see Figure 4.18, were found for the (0/90) specimens.

A possible reason for the data scatter when using the net

energy per ply relationship may result from the method used for

determination of net energy. The net is calculated by subtracting

from the impact energy, the rebound energy as determined from the

maximum rebound height of the impactor. If there are other losses

in the system not going into plate damage, the energy being

expended in damage would actually be smaller than calculated here.

4.6 Size of Damage

Because thinner plates are not as rigid as the thicker plates

they tend to bend more during loading. If the plate bends during
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impact, the time of contact of the tup with the plate surface will

be lonjeor thus resulting in a smaller peak load. The inoreased

contact time results in a lower frequency compressiVe wave

propagating through the thickness of the plate as compared to a

thicker plate. When the compression wave reaches the free surface

at the back face it is reflected as a tensile wave of the same

frequency and amplitude. Due to the low tensile strength of the

epoxy the tensile wave may cause the matrix to delaminate. Because

of the reduced peak amplitude and longer wavelength wave the

thiher plates should not experience the severity of damage

expekiehoud in the thicker plates.

4.7 Correlations of Maximum Load with Impact Response

The maximum load was plotted versus the impact energy per ply

in Figures 4.19 through 4.21 for the different specimen thicknesses

and ply orientations. Figure 4.19 shows the results for the 12, 24,

and 48 ply (±45) specimens. The figure shows that the maximum load

increases with an increase in the impact energy per ply. The

results also show that for a given impact energy per ply, the

magnitude of the load was always higher in the 48 ply specimens

than in the 12 or 24 ply specimens, and the 24 ply specimens were

always higher than the 12 ply specimens. Figure 4.20 combines all

the thicknesses and ply orientations on one figure. The maximum

load appears to be independent of the ply orientations except for

the 48 ply specimens. The maximum loads of the thicker specimens

are clearly influenced by ply orientation. The (±45) specimens

always experience a slightly higher maximum load compared to the
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(0/90) specimens for the same impact energy per ply.

Since the test program focussed on a small range of impact

energy levels near the threshold level of damage, initially there

was no data at higher energies. wierefore in order to make some

conclusions about the maximum load that a single specimen thickness

can experience, tests were conducted on a few remaining 12 ply

(±45) and 24 ply (0/90) plates. Results of the additional tests are

included in Figure 4.21. Clearly there is a maximum load to which

the 12 ply plate can be subjected. This maximum load appears to be

around 980 lbs. With further testing on the other plates, the

maximum load for each plate thickness could be established.

Figures 4.22 through 4.26 report the maximum load versus the

ultrasonically obtained damage area. Figures 4.22, 4.23, and 4.24

investigate the (± 45) 12, 24, and 48 ply spec:ens respectively.

The initiation of damage occurs around 600, 1300, and 3400 lbs for

the 12, 24, and 48 ply specimens respectively. The figures also

show that the range of maximum loads in which damage occurs

increases with the thickness of the plate. The range for the 12 ply

specimen is about 200 lbs, 400 lbs for the 24 ply, and about 700

lbs for the 48 plies. Thus, as shown in Figure 4.25, the extent of

damage area increases with increasing plate thickness. Figure 4.26

shows the maximum load versus the C-scan damage area for all

thicknesses and orientations. One possible explaration for this is

that, as will be shown in Section 4.8, the size of the delamination

area increases with the distance from the point of impact. So, as

thicker plates have more material it is possible that the C-scan

gives the appearance of a larger failure region. Notice for the
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results obtained, the C-scan damage appears to be independent of

ply orientation.

4.8 Damage Characterization

The characteristics of the damage beginning from the threshold

level to the state when far side damage becomes visible has been

investigated using the ultrasonic C-scan, deply, and X-ray

radiography techniques.

4.8.1 Ultrasonic C-scan Results of Damage

The C-scan technique establishes the existence or nonexistence

of damage, but typically not the size or shape of the damage on a

ply by ply basis. However the technique is useful in showing the

changes in failure patterns for increasing impact energies.

As discussed in Section II, Guynn and O'Brien [40] conducted

impact tests on (0/90/±45) graphite/epoxy laminates. They found

that the delaminations were "peanut" shaped with their major axis

always parallel to the fibers of the lower ply, as shown in Figure

4.27. Thus the damage area consisted of sets of delaminations

through the thickness as shown in Figure 4.28. The failure patterns

found in this report are presented below.

Figure 4.29 shows the typical progression of the damage

patterns in a 12 ply (0/90) specimen with increasing impact

energies. Figure 4.29A is the damage resulting from an impact

energy of 3.04 ft-lb, approximately the minimum energy required to

initiate damage. Notice that the damage is oblong with the major

axis parallel with the 90 degrees axis. Figure 4.29B shows that
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with increasing impact energy, up to 3.96 ft-lb, the shape of the

"peanut" becomes more pronounced and larger. With a further

increases in the impact energy to 5.48 ft-lb the damage area

appears to be two overlapping peanuts shapes oriented perpendicular

to one another, Figure 4.29C. Figure 4.29D shows the damage for an

impact energy level of 7.12 ft-lb. The peanut shape delamination

becomes less distinguished with continued increases in impact

energy and the damage approaches a diamond shape. This may be

explained by the increased number of plies being damaged resulting

in a smeared projection of the damage pattern, as shown in the

representation of damage in Figure 4.30.

Increasing the plate thickness of the (0/90) specimen shows

that the same damage patterns are observed. Figure 4.31 shows the

typical C-scan damage areas of a 24 ply (0/90) specimen for impact

energy levels of 10.08 and 14.48 ft-lb. As in the 12 ply specimens

of sufficient energy levels, the damage pattern for the 24 ply

specimen appears to be two overlapping peanut shapes perpendicular

to one another, Figure 4.31A. Figure 4.31B shows the diamond shape

damage due to the larger impact energy. Notice that the damage area

in the thicker plates is larger than in the thinner plates.

Changing the ply orientation from (0/90) to (±45) results in the

damage pattern rotating -45 degrees from the 90 degrees axis.

Figure 4.32 shows typical damage patterns in impacted (±45) 12 ply

specimens subjected to increasing energy levels. Figure 4.32A shows

for an impact energy level of 4.35 ft-lb the characteristic peanut

shape delamination lying parallel with the -45 degrees axis. Figure

4.32B shows that the peanut becomes more pronounced with increasing
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impact energy. Figure 4.32C shows the projection of two overlapping

peanut shape delaminations lying perpendicular to one another.

Observe that the damage pattern appears to approach a square.

Figure 4.33 shows how the square shape could be created from the

(±45) ply orientation. The increase in the number and size of the

peanut shaped delamination through the thickness results in the

projection of damage determined ultrasonically to be square.

4.8.2 Deply Results of Damaged Plates

Several impacted specimens of different thicknesses and ply

orientations were deplied to investigate the damage on a ply by ply

basis. Displaying the deply results photographically does not show

the damage state clearly and thus the results will be discussed

below without the aid of the photographs.

In the previous section the C-scan patterns of several

specimens were discussed. Several of the specimens were deplied to

reveal the damage characterization on the individual plies. The 12

ply (0/90) specimens, whose typical C-scan damage patterns were

shown in Figure 4.29A, B and C, were deplied. For the specimen with

C-scan damage reported in Figure 4.29A, the deply technique

revealed that the damage occurred in the bottom three plies, i.e.

plies 10, 11, and 12. The plies are sequentially numbered beginning

with one on the impacted face. The damage to the specimen described

in Figure 4.29B was contained in the bottom five plies. For the

damage pattern shown in Figure 4.29C the deply technique showed

that each ply through the thickness experienced some damage. A

schematic of the deply results for the specimens discussed in
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Figures 4.29A and 4.29C is shown in Figures 4.34 and 4.35

respectively. Deply results showed that damage was most extensive

on the back face decreasing in -ze through the thickness back to

the impact point.

4.8.3 X-ray Radiography Results of Damage

The X-ray radiography technique was performed on four impacted

specimens. Similar results to those obtained by the deply technique

were found. Figures 4.36 and 4.37 show typical X-ray results for a

(±45) specimen subjected to impact energies of 9.00 and 11.01 ft-lb

respectively. Notice the different sizes and orientations of the

peanut shape delamination. A stereoscopic device can be used to

optically produce a three dimensional effect of the damage through

the thickness. Figures 4.38 and 4.39 show the typical X-ray results

for a (0/90) specimen subjected to impact energies of 12.01 and

19.00 ft-lbs.
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Figure 4.1 NASA Holding Fixture
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Figure 4.27 "Peanut" Shaped Delamination

Figure 4.28 Set of Repeating Peanut Shaped Delaminations with

Stacking Sequence Through the Thickness
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A) Impact Energy = 3.04 ft-lb B) Impact Energy = 3.% ft-lb.

C) Impact Energy =5.48 ft-lb D) Impact Energy 7.12 ft-lb

Figure 4.29 C-scan Damage Patterns for 12 Ply ( 0/90 ) Speimens Subjected

to Increasing Impact Energy
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Figure 4.30 Overlapping Peanut Shaped Delaminations for a (0/90) Specimen
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A) Impact Energy - 4.35 ft-lb B) Impact Energy 6.23 ft-lb

C) ImpactEnergy =7.71 ft-lb

Figure 4.32 C-scan Damage Patterns for 12 Ply (± 45) Spedmens Subjected

to Increasing Impact Energy
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Figure 4.33 Overlapping Peanut Shaped Delanunations for a (45) Specimen
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A) Impact Energy =10.08 ft-lb

00
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B) mpat nergy - 14.48 ft-lb

Figure 4.31 C-sca Damage Patterns for 24 Ply ( 0/90 )Spcmens Subjected

to Increasing Impact Energy
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Figure 4.34 Schematic of Delamination in a 12 Ply (0/90 ) Composite, Impact

Energy = 3.04 ft-lb
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Figure 4.35 Schematic of Delamination in a 12 Ply (0/90 )Composite, Impact

Energy =5.48 ft-lb
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A) X -Ray Results

00
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90

B) C-scan Results

Figure 4.36 X-Ray and C-scan Results of a (45 )Specimen Impacted

at 9.00 ft-lb
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A) X -Ray Results
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B) C-scan Results

Figure 4.37 X-Ray and C-scan Results of a ( 45 )Specimen

Impacted at 11.01 ft-lb
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A) X -Ray Results
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B ) C-scan Results

Figure 4.38 X-Ray and C-scan Results of a (±45 ) Specimen

Impacted at 12.01 ft-lb
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A) X - Ray Results
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B ) C-scan Results

Figure 4.39 X-Ray and C-scan Results of a (±45 ) Specimen
Impacted at 19.00 ft-lb
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SECTION V

CONCLUSIONS AND RECOMMENDATIONS

5.1 Introduction

The purpose of this study was to investigate how the charac-

teristics of the damage state in graphite/epoxy composites of

various ply orientations and thicknesses change with increasing

impact energy. The type and distribution of damage was evaluated

using the ultrasonic C-scan, X-ray, and deply techniques.

5.2 Impact Response

1. Preliminary impact tests conducted on 7" by 23" rectan-

gular specimens showed that the shape of the plate was affecting

the target boundary conditions and consequently the state of

damage. To eliminate any variability in specimen edge boundary

conditions, specimena should be cut into squares.

2. Special features apparent on the load-energy-time

response were discussed to explain the details of an impact test.

To better understend the impact phenomenon in laminated compos-

ites, instrumented impact tests as opposed to noninstrumented tests

should be conducted.

3. The data generated during impact loading along with the

ultrasonic C-scan results was examined for possible trends. Results

showed that thicker plates absorb more energy per ply than thinner

plates for the same impact energy per ply. There appears to be a

small band of impact energies per ply where the initiation of
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damage becomes apparent. For all the plates this transition zone of

increased amounts of energy being -bsorbed was for impact energies

of 0.38 to 0.42 ft-lb/ply.

4. Graphs of damage area versus impact energy per ply for

the different thicknesses and ply orientations revealed that the

threshold energy level of damage occurs at about 0.38 to 0.42

ft-lb/ply. The size of the damage for the same impact energy per

ply was larger for the thicker specimens. The different response to

impact loading of a thinner plate compared to i thicker plate was

suggested as a possible reason for the trends in the damage size.

5. Net energy was determined not to be a reliable indicator

of potential damage due to the scatter in the data. This could

result from the relative magnitude of the net energy as compared to

the impact energy.

6. The maximum load was found to be independent of ply

orientation except for the thicker 48 ply specimens. The (±45)

specimens always experienced a higher maximum load when compared

with the (0/90) specimens for the same impact energy per ply.

leveral impact tests were conducted on 12 ply (± 45) specimens at

increasing greater impact levels to dete-mine if the maximum load

would become approximately constant. It was determined that, within

the range of values tested, the 12 ply plates could carry a

constant maximum load of approximately 980 lbs for any increase in

impact energy.

7. Graphs of maximum load versus the C-scan damage showed

that thicker plates experienced more damage and that the range of

maximum load in which damage occurs is larger in thicker plates.
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8. The results showed that a damage pattern is consistent

for all the thicknesses and ply orientations. A small peanut shaped

delamination occurs for an impact energy exceeding the threshold

level. The shape of the peanut becomes less pronounced with

increasing energy levels until the damage appears as a blob.

9. The deply and X-ray techniques showed that the damage may

be the result of a series of delaminations occurring first near the

back face of the plate away from impact. The back ply delaminations

were the largest in extent and gradually decreased in size through

the thickness of the composite.

5.3 Recommendations for Additional Work

In order to investigate the initiation and propagation of

damage in composites subjected to low velocity impact the following

recommendations should be considered:

1.) Composites of different stacking sequences, such as

quasi-isotropic layups, should be tested to impact load levels

similar to those performed in this report to determine the effects

of stacking sequence oa the state of damage.

2.) The deply technique should be investigated further as a

useful means for determining the damage characteristics in an

impacted composite on a ply by ply basis.

3.) The residual strength of the impacted specimens should be

determined to develop correlations with the state of damage.
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PROJECT SUMMARY

All structures exhibit nonlinear behavior to some degree; for some

it is characterized by small deviation from linear behavior. In these

cases, the linear equations that are used to model the structure usually

do a good job. By retaining some nonlinear terms, the accuracy can be

improved, but more importantly, new and unique behavior may be modelled.

Of partricular interest is the case of flat and curved pannels; they

exhibit peak-broadening and resonant shift behavior in the response to

increasing broad-band excitation. Because the Duffing Oscillator with a

cubic nonlinear term models the harmonic response of the beam or panel,

it has been proposed as a model for the stochastic response.

The purpose of this investigation was to provide a catalog of the

responses of the externally excited Duffing Oscillator possessing only

cubic nonlinearity. The responses were obtained by simulation on the

digital and analog computer. For stochastic excitation, the Monte Carlo

Method was used to generate the time series. A 5th-order Runge-Kutta-

Verner integrator was used to determine the system response. The

reponse statistics consisting of power spectral density curves, transfer

functions, positive peak distributions, and moments were computed for a

broad range of excitation levels, damping coefficients, and coefficients

of cubic nonlinearity. Base line data consisting of the harmonic

frequency-response functions showing the jump down points were computed

and plotted. A global bifurcation diagram in the excitation frequency-

excitation amplitude domain was generated for the case of harmonic

excitation for each of the cases considered for the hardening spring.
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Cases of the softening spring, buckled beam, and band-limited excitation

to the hardening spring were also studied.

The results show that the cubic stiffness term is the term

responsible for the peak shift and peak broadening. Increasing the

value of the coefficient of nonlinearity causes the resonant peak to

broaden and shift; the direction of the frequency is to the right for

hard springs and to the left for soft springs. The buckled beam also

exhibits peak broadening caused by the nonlinear term. The influence of

damping is just the opposite; the results show that increasing the

coefficient of linear viscous damping causes a decrease in the resonant

peak. Likewise, increasing the damping coefficient causes a decrease in

the resonant peak.

Although the Duffing Oscillator models the response to harmonic

and stochastic excitation, the report concludes with recommendations for

further research to refine the model.
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1. Introduction

With the advent of the turbo jet engine, air speeds and acoustic

loading on aircraft have increased to the extent that fatigue failure is

not uncommon in advanced aircraft. Oscillating pressures from vario-us

sources are causing a resonant response of the structural components,

especially the external skin pannels. The problems associated with

fatigue failure (also known as sonic fatigue) are quite complex and are

often divided into three categories: (1) predicting acoustic loads, (2)

determining the structural response, and (3) -stimatir- the fatigue

life.

Researchers investigating sonic fatigue have identified large

amplitude vibration as one of the problems. However, experiments have

shown that the large-amplitude panel response is nonlinear. Therefore,

to more accurately prc0 ict the dynamic response of complex structures,

we must use a mathematical model that includes appropriate nonlinear

.erms. Nonlinear terms can do three things: (1) they can increase the

accuracy of the predicted response, (2) they can extend the range of

useable solutions (e.g., of larger displacements) and (3) they can

explain or predict new phenomena that have no counterparts in linear

theory. Our interest here is in the new phenomena.

When subject to swept-sinusoidal excitation, the response exhibits

a jump phenomenon; when subject to broad-band stochastic excitation, the

response exhibits a peak broadening and a frequency shift in the peak.

These behaviors are shown in Figures 1.1 and 1.2. Since the harmonic

83-5



response clearly shows a frequency shift for the resonance, it is

assumed that the frequency shift in the stochastic response is also due

to the nonlinearity. Since the width of a resonant peak in a linear

system is proportional to the damping, it is assumed that the peak

broadening observed in the stochastic response is also related to an

increase in the apparent damping caused by the nonlinearity. These two

sources--nonlinear damping and cubic nonlinearity (which affects the

response during large amplitude motions)--have been proposed as the

primary causes for the nonlinear peak-broadening phenomenon.

To include the appropriate terms, we must know which terms are

responsible for the observed behavior. For example, it is unclear how

damping affects the response and whether or not nonlinear damping is

significant. Miles 1) has shown that increasing the damping (loss

factor) may reduce the width of the resonant peaks. This is in contrast

to the influence of damping on the response of linear systems where

increasing the damping will increase the width of the resonance peak.

Chuh Mei (21 identified the large amplitude motion as the major

contributor causing deviation from linear behavior.

One mathematical model exhibiting the Jump phenomenon is the

Duffing Oscillator; specific forms of this equation will be given in

Chapters 3, 4, and 5. A typical response of a single-degree-of-freedom

system to a swept-sine excitation is characterized by the bending of the

resonant peak (and backbone curve) in the direction of the nonlinearity:

positive nonlinearity causes frequency shifts to the right while

negative nonlinearity causes frequency shifts to the left. An example
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of the hardening type is in Figure 2.1. The Duffing Oscillator, when

subject to increasing levels of broad-band stochastic excitation, will

also exhibit a peak broadening in the responsa power spectral density

(PSD). This behavior is the focus of this report and is introduced in

Chapter 2 and illustrated in Figure 2.4 Note how the behavior of the

Duffing oscillator compares to the behavior of a panel shown in Figure

1.2 (for meaningful comparisons, consider only one of the three

prominant peaks). The width of the resonant peak increases and

simultaneously migrates to the right with increasing amplitude. Both of

these features are present in the Duffing oscillator; hence the Duffing

Oscillator is a good candidate for a mathematical model for the temporal

response of beams and panels for both harmonic and stochastic

excitation.

A common type of structural nonlinearity appears as a cubic term

in the elastic restoring force; it typically arises from mid-plane axial

displacement. When the ends are clamped, the stiffness increases;

hence, it is of the hardening type. Cantilevered beams can exhibit

softening behavior if they are "long" or hardening behavior if they are

"short." Beams and pannels buckle whenever the unbuckled static

equilibrium position becomes unstable; this can happen under the action

of inplane static loads whose magnitude exceeds the critical buckling

load. In this case, the cubic term is positive, but the linear

stiffness term is negative.

These three distinct behaviors--hardening, softening, and

buckling--are also features of the Duffing Oscillator. They are easily
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visualized by examining the potential energy and corresponding phase

portraits. The potential energy and phase portrait of the hardening

Duffing Oscillator, containing only a positive cubic nonlinear term, is

shown in Figure 1.3. Since the potential well has only one global

minimum, it has only one equilibrium position and is stable for all

values of the response amplitude. Oscillations take place inside this

well; the phase plane trajectories are the intersections of horizontal

planes (representing constant energy levels) with the potential well and

represent the motion of free responses in the absence of damping. The

energy level of this plane is determined by the initial conditions.

When the beam or pannel buckles, the potential energy is modified

in the vicinity of the origin, as shown in Figure 1.4. The potential

well now has a local maximum at the origin and two wells on each side.

In the absence of even-power polynomial terms (x2 , x4 , etc.) in the

potential energy, these wells are symetrical. In the presence of even-

power terms the symmetry is broken and one of the wells is larger and

deeper, thus providing one global minimum. The double well potential

provides two stable equilibrium points at their minimum values and one

unstable equilibrium point at the saddle point (in this case it is at

the origin). The saddle point corresponds to the unstable unbuckled

equilibrium configuration; the two stable equilibrium positions

corresond to the two buckled, or snapped, positions. The linear term in

the restoring force now has a negative coefficient. For small

amplitudes of oscillation, the motion is limited to the local vicinity

of either well; this corresponds to small vibrations about the buckled

positions. For large amplitudes of oscillation, the motion occurs in
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the upper portion of the well far away from the two wells; hence it is

stable about the origin. It is "centered" about the unstable origin;

the influence of the two wells is diminished. For large energy levels,

as in this case, the large amplitude response of the buckled beam

converges to the large amplitude response of the hardening oscillator.

When geometrical nonlinearity (e.g., curved pannels) or material

nonlinearity is present, there may also be a quadratic term present in

the restoring force. Even-power nonlinearity produces a DC or static

deflection. It also causes a superharmonic resonance of order 2 and a

subharmonic resonance of order one-half, compared to the order 3 and

order one-third caused by the cubic term. In a perturbation analysis,

this quadratic term combines with the cubic term to produce an

"effective" cubic nonlinearity [3,4].

In the case of cantilevered beams and panels with end loads, the

range of allowable amplitudes of oscillation are limited. The problem

here, of course, is escaping from the potential well which is shown in

Figure 1.4. For small oscillations, the motion about the equilibrium

point at the origin is stable; in fact, the potential well is almost

identical to the hardening Duffing Oscillator. However, once the motion

gets larger and approaches either saddle point, small disturbances can

cause it to leave the well; this causes divergence to infinity. This

would correspond to a cantilevered beam or panel collapsing under the

applied load. Another system modelled by the softening oscillator is

the rolling motion of ships; once the critical angle of rotation is

exceeded, the ship will capsize.
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In the above discussion, we considered the response of the Duffing

Oscillator to irmonic excitation. However, as mentioned earlier, the

typical loading environment for aircraft structural components is not

harmonic; it may have harmonic components (e.g., arising from rotating

machines or vortex shedding), but the major contributors are at dynamic

and acoustic sources which are characteristically stochastic. This

random excitation may appear in several forms: broad-band, narrow-band,

and segmented-band excitation. The research in this report is directed

towards understanding the response, modelled by Duffing's equation, to

wide-band stochastic excitation.

The purpose for including the response to harmonic excitation is

two-fold: we already know some of the basic features of the harmonic

response of the Duffing Oscillator, and secondly, by placing the results

side-by-side, we can correlate the two more easily. As it turns out,

the stochastic response shares some of the characterists of the harmonic

response.

One objective of modelling is to find the simplest mathematical

model that predicts, to a specified degree of accuracy, the behavior of

the structure or system. In this case, we seek to understand the

response of complex structures to a wide variety of excitations in order

to predict fatigue life, and if necessary, extend the fatigue life by

design modification. Crucial to any design and modification is the

ability to predict the actual response. To this end, it is helpful to

study the various mathematical models, and then compare the models'
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response to the structure's response. When we have good agreement, we

conclude that we have a good model.

One of the objectives of this research was to generate a catalog

of the responses of Duffing's Oscillator for a variety of parameter

ranges that encompasses the temporal equations governing the modulation

of the eigenfunctions (spatial shape functions) of beaus and panels. In

the process of acquiring an understanding of the stochastic response, we

sought to identify the causes of the peak-broadening and frequency-shift

behavior. As will be shown in the results and conclusions, the cubic

nonlinear term plays the primary role in the peak broadening and

frequency shift.
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Figure 1.1 -Amplitude response of a rectangular plate to swept
sinusoidal excitation as measured by a surface mounted strain gage near
the edge. Courtesy of Mr. Ken Wentz, Flight Dynamics Lab, Wright
Research and Development Center, WPAFB, Ohio.
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Figure 1.2 -Amplitude response of an aircraft panel to broad-band
stochastic acoustic excitation at three levels. The resonant peaks
broaden and shift to the right for higher excitation levels.
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Figure 1.3 -Potential veil and phase plane for the hardening Duff ing
Oscillator.
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Figure 1.4 -Potential well and phase plane for the buckled beam Duffing
Oscillator.
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Figure 1.5 -Potential veil and phase plane for the softening Duffing
oscillator.
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2. Methods of Analysis

The purpose of this research was to generate a family of typical

response characteristics representing the effects of the damping and the

cubic nonlinearity coefficients in the Duffing Oscillator when subject

to random excitation. This can be done by simulation using either the

analog or digital computer, theoretically by finding solutions to the

governing equations, or by performing experiments on structures. The

latter method involves more unknowns because one is never sure of th.

precise model and is less flexible and the most time consuming, so this

method was not considered. Analog computer simulation requires

instrumentation and an analyzer capable of making the necessary

measurements; it is also subject to noise and has limited accuracy.

Digital computer simulation is the most versatile and accurate and

permits the running of many different cases most easily, so it was used

most extensively. Some of the cases were run on the analog computer,

including the bifurcation maps of the softening systems, because it

proved to be the most efficient.

A Monte-Carlo method was used to determine the stochastic

response. Both the stochastically excited frequency response function

(SFRF) and the harmonically excited frequency response function (HFRF)

were computed and placed side-by-side for comparison. In both cases,

the excitation was synthesized by the computer; the response was

obtained by direct integration of the governing equation of motion using

a 5th-order Runge-Kutter-Verner algorithm.
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The response of the Duffing Oscillator to sinusoidal harmonic

excitation is shown in the form of the oscillation amplitude versus the

excitation frequency during the sweep; this curve is called the harmonic

frequency response function (HFRF). A typical response showing the

steady-state values of the amplitude of oscillation during a sweep up

and a sweep down is shown in Figure 2.1. If an experiment were

performed in which the frequency of excitation were increased, the

amplitude would suddenly jump down from the upper branch to the lower

branch at the bifurcation point. The result is a large change in the

response amplitude caused by a small change in the excitation frequency.

Similarly, by sweeping down, a jump up occurs at a lower frequency.

Because these jump points correspond to turning points or flip

bifurcations, the locus of jump points is called a bifurcation diagram.

In the discussion of the results, only the HFRF for the sweep up will be

shown; attempts to show the sweep down unnecessarily clutter the graph

for three different levels of excitation. However, the locus of both

the jump-up and the jump-down points are shown on the bifurcation map.

The system response to a swept sinusoid is shown in Figure 2.2; it

shows the response to three different levels of excitation amplitude.

The smallest excitation causes essentially a linear response. However,

the two larger excitation amplitudes are quite similar qualitatively.

It turns out that once the amplitude response folds over itself causing

the jump phenomenon, the response curves seem to merge together at the

maximum-amplitude points. The largest response curve forms the envelope

for the responses to smaller excitation amplitudes. Once the curves

merge, they are distinguished only by their jump points. As a result,
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we can characterize the system response with essentially two graphs: one

showing typical HFRFs (including the largest amplitude response) as

shown in Figure 2.2 and one showing the locus of bifurcations, or jump

points. A typical bifurcation diagram, illustrated in Figure 2.3, shows

the values of the excitation amplitude and the excitation frequency when

the jumps occur. The two curves represent the jump points for a sweep

up and a sweep down for a wide range of excitation amplitudes. For the

hardening spring, the curve on the left represents the jump up during a

frequency sweep down, and the curve on the right represents the jump

down during a frequency sweep up. The region bounded between the jump-

up and the jump-down curves represents the domain where multiple

solutions exist for the harmonically excited oscillator.

The response of the Duffing Oscillator to broad-band stochastic

excitation in this report is summarized in three graphs and one table.

The first graph shows the power spectral density (PSD) for several

excitation amplitudes and is shown in Figure 2.4. The second graph

shows the frequency response function (SFRF); it is computed by taking

the amplitude of the response and dividing by the amplitude of the

excitation. The SFRF for the example in Figure 2.4 is shown in Figure

2.5. Peak distribution statistics are also computed from the response

data; when three PSDs are shown in one graph, the peak distribution is

that of the largest response. A typical distribution is shown in Figure

2.6; also shown superimposed is the Rayleigh peak distribution for a

Gaussian process. The Rayleigh distribution gives a reference as to how

much the nonlinear response deviates from the linear response.
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Statistics of the system response corresponding to the largest

amplitude of excitation were also computed and tabulated; typical

results are shown in Table 2.1. "So" is the amplitude of the spectral

density excitation; for all of the cases studied here, it was constant.

Since the area under the spectral density curve represents the root mean

square (rms) of the time history, larger values of SO correspond to

larger rms values of the excitation. The three columns in the table and

the three curves in Figures 2.4 and 2.5 correspond to three rms levels

that were used to excite the system. "AVE" is the mean of the response;

since the nonlinearity is symmetric and the excitation has zero mean, it

should be zero also. "SDEV" is the normalized standard deviation and

corresponds to the first moment of the PSD. "MNA2" is the second moment

of the PSD and "SKEW" is the third moment. "KURT" is the kurtosis and

corresponds to the fourth moment of the PSD. "DAMP" is the equivalent

linear nondimensional damping coefficient obtained by using the half-

power point method; it is provided only to show the tremendous error

that can occur when using it on nonlinear response data to estimate the

linear viscous damping coefficient (because the assumptions required for

it to be a reasonable estimate are violated). The percentage error is

shown as "%ERR" in the table. Details of how the computations are

performed are given in the appendix.

Parameter studies that included variations of the viscous damping

coefficient and the cubic coefficient were performed. Typically, three

levels of excitation were used to excite the system. The data shown in

Figures 2.2 through 2.6 and Table 2.1 are presented on one page to show

the correlation between the harmonic and stochastic responses.
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By using the simulation method, any system parameter can be

varied; hence, the system's dependance upon that parameter can be

studied. Furthermore, any type of excitation can be applied to the

system. For the broad-band stochastic excitation, solutions have been

obtained for the probability density function; however, the same cannot

be said for the narrow-band excitation. Likewise, perturbation

solutions can be obtained for the frequency response of the Duffing

oscillator to harmonic excitation. However, these approximate solutions

must be verified by numerical simulation; typically they deviate more

for the larger amplitudes. Hence, to avoid errors present in

approximate solutions, the frequency response to harmonic excitation for

all cases were obtained by numerical integration. It was a tedious

process especially for the lightly damped cases; they required thousands

of cycles to achieve steady-state. Details of the method are outlined

in the appendix.
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Table 2.1 Statistics and damping estimates computed from the time
history of the response of the hardening Duff ing Oscillator to broad-
band stochastic excitation. So corresponds to the rms amplitude of the
sinusoidal excitation and the level of the spectral density.

+ 2(0.0025)x' + X + (0.02)x'3 SO~t

F1 F2 F3

so +0.353 +&.141 +0.018
"VE +0.004 -0.003 +0.000

SDEV +5.410 +4.970 +2.010
MN*"2 +29.2S +24.7 1 +4.040
SKEW -0.004 +0.003 +0.006
KURT -0.789 -0&678 -0.195
DAMP +0.164 +0.1 55 +0.066
SE 1 +6460 1 +6100 1 +2540
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Figure 2.1 - Mean Square Amplitude Response of th, hardening Duff ing

Oscillator to swept sinusoidal excitation.
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Figure 2.2 - Mean Square Amplitude Response of the hardening Duffing
Oscillator to various levels of swept sinusoidal excitation.
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Figure 2.3 - Bifurcation diagram for the hardening Duffing Oscillator
showing "Jump up" and "Jump down" bifurcation boundaries in the
excitation amplitude vs. excitation frequency domain. The arrows
indicate the direction of the boundary crossing for which the jump
(bifurcation) occurs.
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Figure 2.4 - Response Power Spectral Density of the hardening Duffing
Oscillator for various amplitudes of broad-band excitation.
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Figure 2.5 - Transfer function (response amplitude/excitation amplitude)
of the hardening Duffing Oscillator for various levels of broad-band
excitation.
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Figure 2.6 - Peak distribution of the response time history for the
hardening Duff ing Oscillator subject to broad-band stochastic
excitation.
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3. Response of the Hardening Duffing Oscillator

The term "hardening Duffing oscillator" refers to the externally

excited oscillator governed by

i + 2qsk + x + COx3 - F(t) (3.1)

Both the linear stiffness and the cubic stiffness have positive

coefficients. Because the restoring force in the elastic element has a

larger magnitude than the linear force for a given displacement, it is

said to be "harder."

The response of the linear oscillator is shown in Figure 3.1. The

PSD (top left) shows typical behavior--the response amplitude increases

proportionally to increases in the excitation amplitude. This is

clearly seen in the SFRF (middle left) which shows three curves lying on

top of each other. The peak distribution (bottom left) follows the

Rayleigh distribution closely. Since there are no Jumps in the HFRF

(middle right), there are no bifurcations shown (top right). The error

in the estimated damping coefficient (table, bottom right) is due

largely to quantization error because there are just a few points in the

vicinity of resonance. In this case, the estimated damping coefficient

0.016 differs from the actual coefficient of 0.010 by 0.006, or 600.

Increasing the resolution by increasing the number of points would

reduce this error. Estimates of damping for systems with broader peaks

have more points in the vicinity of resonance and have reduced

quantization error.
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In the discussion that follows, three system parameters will be

varied and the effects upon the system response will be discussed. In

this study, the three parameters varied were the damping coefficient,

the coefficient of cubic nonlinearity, and the excitation amplitude.

These parameter variations completely characterize the system response

because the governing equation is nondimensionalized. In chapter six

the bandwidth of the stochastic excitation will be varied to include

narrow-baid excitations. The parameter choices for the nondimensional

damping coefficient were 0.0025, 0.005, and 0.010 and the choices for

the coefficient of cubic nonlinearity were 0.005, 0.01, and 0.02. These

values were chosen because they represent typical values encountered in

structures.

The effect of increasing the coefficient of nonlinearity is seen

as the variations in Figures 3.2 through 3.4., 3.5 through 3.7, and 3.8

through 3.10. The grouping of these three sets show the system

responses to three different levels of nonlinearity. The effect of the

nondimensional damping coefficient is seen as variations in Figures 3.2,

3.5, and 3.8, Figures 3.3, 3.6, and 3.9, and Figures 3.4, 3.7, and 3.10.

Since each figure shows three responses corresponding to different

levels of excitation, it is easy to see the effects of excitation on the

system response. Although we could discuss the nature of the response

from just this grouping of figures alone, it is easier to see the

effects of variations in the damping coefficient and the coefficient of

nonlinearity if the curves were arranged such that just the damping

coefficient or just the nonlinearity coefficient was the varied

parameter. To this end, Figures 3.11 and 3.12 illustrate the effects of
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varying the coefficient of nonlinearity and coefficient of damping,

respectively, on the bifurcations. Figures 3.13 and 3.14 illustrate the

effects of varying the coefficient of nonlinearity on the PSDs and

SFRFs, and Figures 3.15 and 3.16 illustrate the effects of varying the

damping coefficient on the PSDs and SFRFs.

The results of the harmonic excitation are shown in the HFRF in

Figures 3.1 through 3.10. Figures 3.2 through 3.10 show a "saturation"

of peak amplitudes when and if a jump occurs in the system response.

The large amplitude responses converge and are distinguished (after they

merge) only by their jump points, as shown in Figure 3.2. Consequently,

the entire family of harmonic responses could be convenient depicted by

showing the largest amplitude HFRF and an accompanying bifurcation map.

The statistics are shown in the table; of particular interest is the

error incurred by usin the half-power point method to estimate damping-

-up to 6140% as shown in Figure 3.2! As will be discussed later, this

broad peak is not caused by damping, but rather by the nonlinearity.

Hence, any calculations using the broad peak for damping estimates will

not even yield an order-of-magnitude estimate.

Because the broad peak can be caused by either increasing the

coefficient of the cubic nonlinearity or by decreasing the coefficient

of the damping, it is not possible to identify either coefficient from

the PSD. The coefficient of nonlinearity and of linear damping can be

estimated fairly accurately from the HFRF using a method developed by

Zavodney that takes advantage of the bifurcation points.
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The effect of increasing the nonlinearity on the harmonic response

is to enlarge the region of multiple solutions (i.e., the region between

the two bifurcation curves). For example, for a coefficient of

nonlinearity of 0.005 and an rms excitation level of 0.300 (Figure 3.2),

jumps occur at nondimensional frequencies of 1.04 rad/s and 2.42 rad/s.

When the nonlinearity coefficient is increased to 0.020 as shown in

Figure 3.3, the jumps occur at 1.05 rad/s and 2.77 rad/s. Hence, a

four-fold increase in the nonlinearity coefficient caused a 25% increase

in the multiple-solution (overhang) region.

The effect of increasing the damping coefficient is to contract

the region bounded by the bifurcation curves. For example, for an rms

excitation level of 0.300 for the system shown in Figure 3.6, the Jumps

occur at 1.09 rad/s and 2.02 rads/s. By doubling the damping

coefficient, depicted in Figure 3.9, the jumps occur at 1.08 rads/s and

1.55 rads/s; this represents almost a 50% decrease in the multiple

solution region.

The response for the smallest values of the nonlinearity

coefficient and the damping coefficient in Figure 3.2 show several

interesting features. The peak of the resonance curve in the PSD shows

broadening for increasing levels of excitation. The peak broadening is

also seen in the SFRF but clearly shows that the system is not

proportional; larger amplitude excitations have reduced response

amplitudes. In other words, a doubling of the excitation amplitude does

not produce a doubling of the response amplitude. The peak distribution

of the response (caused by the largest excitation amplitude) follows the
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Rayleigh distribution closely. Estimates of the damping coefficient

based upon the half-power point method, even for the smallest excitation

level, are very high.

Qualitative changes in the responses caused by changes in the

damping or nonlinearity can be seen more easily when the curves are

plotted on the same graph. The effects of the nonlinear coefficient and

the damping coefficient on the bifurcations is shown in Figures 3.11 and

3.12. The effects on the PSD caused by nonlinearity coefficient are

shown in Figures 3.13 and 3.14. Each graph has the same excitation

level and damping coefficient. Increasing the nonlinearity coefficient

is seen to have three effects: (1) a peak broadening, (2) a lowering of

the maximum response level, and (3) a peak migration to the higher

frequencies. These effects are more pronounced for the larger

excitation levels. When the damping coefficient is increased four times

(c.f., Figure 3.14) the effects of nonlinearity are diminished. For a

combined large damping coefficient and small excitation, the PSD's for

three different values of the coefficient of cubic nonlinearity are

almost identical.

The effects of changing the coefficient of damping while keeping

the level of excitation and the nonlinear coefficient constant are shown

in Figures 3.15 and 3.16. For a small nonlinear coefficient, increasing

the damping reduces the width of the peak. The general trend is to move

the right side to the left, leaving the left side almost unchanged.

Increasing the damping coefficient also reduces the amplitude of the

peak slightly. Again, we see that the smallest excitation has the least
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variation in the PSD for changes in the damping coefficient. Comparing

Figures 3.15 with 3.16, we see that a four-fold increase in the

coeffi, ent of nonlinearity more than doubles the width of the resonant

peak.

The peak broadening observed in the stochastic response is due to

the bending of the backbone curve in the harmonic response caused by the

cubic nonlinearity, it is not caused by the damping nor does it reflect

an increased "effective" damping. This behavior is also observed in the

system response to harmonic excitation. The harmonic solution possesses

two steady-state solutions within the region bounded by the bifurcation

curves. As this region grows, the stochastic peak broadens; as this

region diminishes, the stochastic peak narrows. Increasing the

amplitude of excitation and the coefficient of nonlinearity caused the

Jump-down bifurcation (right curve) to migrate to the right; the

stochastic peak was also observed to migrate to the right. Likewise,

changing system parameters that caused the region between the

bifurcation curves to collapse (e.g., increasing the damping) caused a

similar behavior in the stochastic response.

The most interesting behavior, because it is the opposite of the

behavior of linear systems, is the decrease in the width of the response

peak caused by an increase in the damping coefficient. The reason is

clearly seen in the behavior observed in the harmonic response shown in

Figures 3.2 and 3.8. Increasing the damping coefficient causes the

bifurcation region to collapse significantly; hence, what was a strongly

nonlinear response for an excitation amplitude of 0.141 rms in Figure
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3.2 is nearly a linear response in Figure 3.8. The increased damping

coefficient caused the harmonic response to "creep down" the backbone

curve and, as a result, eliminated the jump phenomenon. Without the

multiple-solution region, the stochastic response is almost linear.

Hence, increasing the damping coefficient decreases the napparent

dampingO--or peak broadening--in the system.
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Figure 3.1 - Response statistics for the linear oscillator subject to
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Figure 3.3 - Response statistics for the hardening Duffing Oscillator
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Figure 3.5 - Response statistics for the hardening Duffing Oscillator
with moderate damping and small nonlinearity subject to stochastic
and harmonic excitation.

83-40



x*+ 2(O.OO5O)x* + X + (0.01Wx3 -F(t)

it" N

X U

Frnq. (n) n d )

innr

A U -USIU OB

II M 2+1. .M~ eu IEW -OK -4M

andq haroni excitation.

W SLEW ii~iA 43-41*



x" + 2(O.0050)" + x + (0.02)C^3 = F(t)

V - $A ,

LUL

4% Le 1.2 82 I 0 1 1 LIS is U M U

Freq. (ad) Fr. h"md)

I" tolam

t ----- II

F..(t Frsq,. (.'.d)

.____.

AU ..'U 8U.,aU

~U.,-,-" ...u2; .-3.65.2.31, a _ _

-I I I 2 1

AMdP/SDI)V
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Figure 3.8 -Response statistics for the hardening Duffing Oscillator
with heavy damping and small nonlinearity subject to stochastic and
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4. Response of the Buckled Beam

In the previous chapter we considered the hardening Duffing

oscillator. In this chapter we consider the equation

-k + 2e.p - x + ax3 - F(t) , (4.1)

the difference here being the negative sign preceding the linear

stiffness term. The potential energy of this system has two wells, as

shown in Figure 1.4, and thus possesses a saddle point (i.e., it

exhibits a local instability) at the origin and two stable foci for

small amplitude oscillations. Small disturbances to the equilibrium

position at the origin diverge to one of the two stable foci. This

equation models the temporal vibration (in nondimensional time) of a

single mode of a buckled beam. For small values of the response

amplitude, the negative linear term dominates the positive nonlinear

term; this causes unstable behavior about the equilibrium position at

the origin. As a result, the response diverges and goes to a stable

focus. These stable foci correspond to the "snapped" equilibrium

position of the beam; any vibrations that occur are "centered" about

them. For large amplitudes of oscillation, the nonlinear term dominates

and the oscillations are centered about the origin; the motion gallops

around the two "snapped" positions. For this survey, we will consider

one set of system parameters and investigate the system response to

increasing levels of excitation.

In the previous and subsequent chapters we include details

regarding the amplitude response and show the bifurcation diagram. This

particular nonlinear system is very complicated and possesses many

bifurcations. A map of the complexity reported by Zavodney, et al [4,5]
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would be required to adequately describe the behavior. Since this is

beyond the scope of this report, it is omitted here. It would, however,

be appropriate for a complete description of this system.

The response tn low level stochastic excitation is illustrated in

Figure 4.1. The time history of the response is shown at the top; it

was attracted to the negative well and stayed there, even though it

initially executed two oscillations in the positive well. For this and

subsequent simulations, the system was released from rest at the origin.

The time history of the excitation is shown next. In the center left is

the PSD of the excitation and on the right is shown the PSD of the

response. On the bottom r'ht is the SFRF showing the ratio of the

output amplitude to the input amplitude. The lower left graph shows the

positive peak distribution of the response.

Several features should be noted. The system natural frequency in

the well is not equal tc 1.0 rad/s. Since the linear term is negative,

the system does not properly have a "linear natural frequency" because

the linear system does not oscillate about the origin. However, when

the system buckles and goes to an equilibrium position, stable

oscillations can occur (about the buckled position). To find this

frequency, we make a coordinate transformation to the equilibrium

position and collect the coefficients of the linear displacement term;

this is the square of the natural frequency in the well. For this

system, the equilibrium points are given by
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x--1 1/(0, 0, +1 l/.o, (4.2)

and making a transformation to the positive well with

u - X - X. , (4.3)

and the transformed equation of motion becomes

U + 2epu + 2u + 3eax + tax3 - F(t) (4.4)

From this equation, we can identify the natural frequency as

- 1.414 . (4.5)

The presence of the quadratic term produces the DC bias indicated

in the time history and the zero frequency component in the PSD. We

also see the beginning of peak broadening.

The peak distribution is shown but requires some interpretation.

The statistics are based on the positive peaks--which are not the

maximum values of the displacement because in this case the oscillations

are about the equilibrium position in the negative well. If the system

had snapped to the other equilibrium position in the positive well, the

peaks would be clustered on the positive side. At this level of

excitation, the oscillations stay in the negative well.

The next series of figures show the response to the system for

increasing levels of stochastic excitation. At the next level of

excitation shown in Figure 4.2, the system initially oscillates in the

positive well. However, the system Jumps to the negative well at a

later time but is not shown in the figure. This is seen in the peak

distribution showing high concentrations for both positive and negative

maximum peaks. Both the peak distribution and the PSDs were computed
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using the entire time series of which only a portion is shown. The PSD

is very similar to that shown previously in Figure 4.1. It is not until

the excitation reaches the level shown in Figure 4.3 that a qualitative

and quantitative change takes place in the PSD--substantial peak

broadening and the emergence of what appears to be a "subharmonic band."

The SFRF is becoming quite flattened even at this small level of

excitation.

Increasing the excitation level further causes a merging of these

two bands into one as shown in Figures 4.4 through 4.6. The system

appears to have one broad peak for the largest excitation level. This

system is dominated by motion that oscillates between the two

equilibrium positions, but it occasionally oscillates about each

equilibrium position. For these excitation levels, the response peak

distribution reveals two distinct clusters.

The time histories of these system responses are summarized in

Figure 4.7; the PDSs are summarized in Figure 4.8. The PSD summary

clearly shows the broadening of the resonance peak for increasing levels

of excitation. In this case, the broadening is toward the left. This

comparison is most clearly seen in Figure 4.9; the time histories and

the PSDs for a small, medium, and large excitation are shown together;

the PSDs are superimposed. It is clearly seen that initially the system

possesses one well defined resonance; as the response amplitude

increases, the resonance in the PSD broadens towards the left and then

increases in magnitude. The migration to the higher frequencies is

minimal.
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The system response shown in Figure 4.4 shows three distinct types

of responses during the time interval shown. The phase plane for this

entire interval is shown in (d); because of the number of points, it is

difficult to visualize what is happening. For this reason, selected

portions of the time history are shown in (a), (b), and (c). Inset (a)

shows the galloping oscillation that encircles both equilibrium

positions, inset (b) shows relatively small oscillations about the

negative equilibrium position, and inset (c) shows large oscillations in

the positive well jumping to large oscillations in the negative well.

From this it is clear why the frequencies are smeared throughout the

band: as the system jumps between oscillations in the small local well

to oscillations in the large global well, its frequency changes.
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5. Response of the Softening Duffing Oscillator

In the previous chapters we discussed the response of the

hardening Duffing Oscillator and the buckled beau oscillator; in this

chapter we discuss briefly the response of the softening Duffing

Oscillator given by

+ + x - tax3 - F(t) (5.1)

Softening systems share some of the features of the hardening

system; the frequency response function bends over itself causing multi-

valued steady-state solutions. The most significant difference is that

it exhibits stable oscillations for small amplitudes of motion and

unstable motion for large amplitudes of excitation. This is easily seen

in the potential energy surface shown in Figure 1.5. Stable motions

exist only in the vicinity of the well centered at the origin.

The response to low-level harmonic excitation is depicted in the

bifurcation diagram shown in Figure 5.1. Since the system is softening,

the frequency response curve bends to the left instead of to the right

as it did in the hardening systems (shown in Chapters 2 and 3).

Consequently, the multiple-solution region denoted by ABC lies entirely

to the left of the natural frequency of the system. The region to the

right of the bifurcation boundary AC consists of the large-amplitude

response corresponding to the upper branch of the frequency-response

curve. For the purpose of discussion, let us begin a swept-sine

excitation at a frequency of 0.25 rad/s and an excitation amplitude of

0.03; then increasing the excitation frequency corresponds to marching
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along line MN beginning at point H. During a swept-sine excitation, the

system response would be that of the small-amplitude vibration on the

lower branch and would grow until the bifurcation boundary AC was

crossed; then the system would jump up to the large-amplitude upper

branch. Further increases in the frequency would lead us to the point M

and the amplitude would decrease accordingly. Nothing happens when

crossing bifurcation AB during a sweep up because AB is a bifurcation of

the upper branch. Consequently, the curve AC corresponds to a jump-up

bifurcation of the lower branch. During a sweep down (i.e., following

curve NM), the response amplitude would grow until the bifurcation

boundary AB was crossed; then the system would jump down to the small

amplitude lower branch and continue to decrease as the frequency was

decreased. Likewise, nothing happens while crossing AC while on the

upper bratch during a sweep down.

For larger amplitudes of excitation, the bifurcation map changes

considerably, as shown in Figure 5.2. For the purpose of discussion,

let us begin a swept-sine excitation at a frequency of 0.25 and an

excitation amplitude of 0.75; this point is identified as 0. These

system parameters put us uniquely on the lower branch. As the frequency

increases, we march along the line OP towards P; the amplitude of the

response increases and we cross the bifurcation boundary BD. Nothing

happens during a sweep up because this is a bifurcation corresponding to

the upper branch. The amplitude of the response continues to increase

slowly until we reach the boundary ACD. The bifurcation boundary ACD

corresponds to the jump-up bifurcation from the lower branch to the
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upper branch. To the right of this boundary, increases in the frequency

of excitation cause a decrease in the amplitude of the response.

During a sweep down (corresponding to a march along path PO), the

amplitude of the response grows until the bifurcation boundary BD is

crossed. Instead of jumping down to the lower branch, the system jumps

out of the well and diverges to infinity. Consequently, the region to

the left of the bifurcation boundary BD corresponds to both stable and

unstable solutions; which one depends upon the initial conditions and

how one approaches the region.

The nature of the bifurcation diagram changes again for excitation

amplitudes above approximately 1.0. If one were conducting a swept-sine

experiment where the frequency of excitation was increasing and passed

exactly through point D, the system would jump up to the upper branch.

For a sweep down passing through point D would cause the response to

diverge to infinity.

Starting with amplitudes greater than 1.0 and crossing the

boundary DE causes a jump to diverging responses. Similarly, decreasing

the frequency of excitation and crossing boundary DF causes a jump to

diverging solutions. Hence, the region bounded by DE and DF represents

diverging solutions.

This bifurcation map shows some very interesting behavior, but

more importantly, it helps us to understand how the system can respond

to stochastic excitation. For regions where both stable and unstable

83-70



solutions exist, we may anticipate diverging responses to stochastic

excitation.

The response of this softening system to broad-band stochastic

excitation is shown in Figures 5.3 through 5.5; each figure corresponds

to an increasing level for the amplitude of the spectral density. In

Figure 5.3 we see a response typical for a linear system; this is due to

the low level excitation. However, as the excitation level increases,

the resonance peak broadens and shifts to the left. This behavior thus

confirms our previous observations that the peak broadening and

frequency shift are due to the nonlinearity.

When the excitation level is equal to 0.140, we see the response

escaping the well and diverging, as shown in Figure 5.6. This would

correspond to failure for a structural system or capsizing for a water

vessel. Due to the few number of points in the time history, the

frequency domain plots have a coarse resolution. However, the trend of

peak broadening is clearly seen.

A summary of the time responses plotted to the same scale are

shown in Figure 5.7 and the corresponding PSDs are shown in Figure 5.8.

This latter figure shows most clearly the trends of peak broadening and

frequency shift.

In summary, the harmonic and stochastic responses of the softening

Duffing oscillator show similar--yet distinct--behaviors when compared

to the hardening Duffing Oscillator. Both systems show bifurcations in
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the harmonic responses that lead to the jump phenomenon. In the case of

the softening oscillator, there are maximum amplitudes of excitation

that may be applied to the system in order for the responses to be

bounded.
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Figure 5.1 - Bifurcation boundaries in the excitation amplitude vs.
excitation frequency domain for the softening Duffing Oscillator subject
to small amplitude harmonic excitation.
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small amplitude (S 0 .070) broad-band stochastic excitation.
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6. Response of the Narrow-Band Excitation of the Uardening System

In the previous chapters we examined the response of the Duffing

oscillator to broad-band stochastic excitation. In this chapter we

examine the response of the hardening Duffing oscillator to band-limited

stochastic excitation. In the case of the hardening spring, the HFRF

bends to the right causing multiple steady-state solutions; this region

is bounded by the bifurcation curves shown in Figures 3.2 through 3.10.

Here, we restrict the excitation frequency band to the region where

multiple steady-state solutions exist.

Narrow-band signals are characterized in one of two manners: (1)

by their bandwidth and center frequency, or (2) by their lower and upper

cutoff frequencies. In this report, the term *fundamental bandwidth" is

defined as the band lying between the frequencies 0.0 and 1.0 because

the systems considered in this report have a nondimensional undamped

natural frequency of 1.0 rad/s.

The responses to band-limited stochastic excitation in the 1.5 to

2.0 rad/s band are shown in Figures 6.1 through 6.4. Figures 6.1 and

6.2 show the effects of increasing the damping in the system for a small

value of the coefficient of nonlinearity, and Figures 6.3 and 6.4 show

the effects of increasing the damping for a large value of the

coefficient of nonlinearity. The responses are quite similar and show

three basic characteristics. They show the presence of a subharmonic

resonance occurring at the system linear natural frequency. The

influence of the nonlinearity is insignificant because there are no
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discernable differences in the system response between the small or

large coefficient of nonlinearity. Larger coefficients of damping do

not affect the forced response but they do affect the subharmonic

resonance. This is seen as a reduced amplitude peak at the natural

frequency for the larger values of the damping coefficient.

The next set of figures shows the same system (i.e., the same

system parameters) subject to a narrower band; the energy is contained

in the band 1.4 - 1.7 rad/s. These results are shown in Figures 6.5

through 6.8 and are essentially identical to the response to the wider

band excitation. As expected, the forced response is limited to the

frequency band of the excitation and is accompanied by a subharmonic

response at the system natural frequency. The peak distribution is

similarly skewed: the most frequent peaks occur at amplitudes less than

one standard deviation.

For extremely narrow-band stochastic excitation centered at 1.5

rads/s, the system response consists of the forced response plus the

subharmonic response at the system natural frequency as shown in Figure

6.9. The time history of the excitation shows a familiar beating

typical of narrow-band signals; the time history of the response shows

both the excitation and the subharmonic combining in a fashion that

shows the frequencies in the two bands coming in and out of phase with

each other. As the band becomes narrower, this subharmonic disappears.

The results of the harmonic excitation showed that only the particular

solution was present in the response. However, when the excitation
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frequency is equal to 3.0, it is possible for the subharmonic response

to latch onto the particular response and remain.
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7. Summary of Results

In this study, we have investigated the response of the Duffing

Oscillator to stochastic excitation. In particular, the focus of the

study was to identify the terms responsible for the peak broadening and

frequency shift observed in the stochastic response of panels. The most

extensive study was performed on the hardening system. Representative

responses were also obtained for the softening system, the buckled

system, and for narrow-band excitation of the hardening system.

The model considered contained linear viscous damping and a cubic

term in the elastic stiffness. The results showed that the coefficient

of the cubic nonlinearity is the single most important term responsible

for the peak broadening and the frequency shift. The results showed

that by increasing the coefficient of the nonlinear term while keeping

the damping fixed, the response peak at resonance increased in width.

The same behavior was observed when the damping was decreased while

keeping the nonlinear coefficient fixed; the width of the response peak

increased. Similar results were observed in the harmonic response of

the oscillator; the multiple-solution region increased for either

increases in the nonlinear coefficient or for decreases in the damping

coefficient. For both stochastic and harmonic excitation, as the

excitation level was increased, the response peak increased in

amplitude, shifted to the right along the frequency axis, and broadened

in width.
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Similar behavior was observed for the softening system at small

levels of excitation; as the excitation level was increased the response

peak increased in amplitude, shifted to the left along the frequency

axis, and broadened in width. However, for large excitation levels the

response was driven out of the local stable well and diverged to

infinity. The response of the buckled system was similar; oscillations

about the "snapped' equilibrium positions exhibited the most dramatic

broadening of the response peak and shifting of the resonance. The

peculiar nature of the broadening was that it was entirely toward the

lower frequencies. This behavior is due in part to the quadratic

nonlinearity present in the governing equation for the oscillations in

the local well.

From these results the following conclusions can be made:

1. The coefficient of cubic nonlinearity is the most important term

that is responsible for the peak broadening and frequency shift in the

system response to stochastic excitation.

2. Increasing the coefficient of cubic nonlinearity will increase the

width of the response peak whereas decreasing the coefficient of cubic

nonlinearity will decrease the width of the response peak.

3. Increasing the coefficient of cubic nonlinearity will decrease the

peak amplitude of the response peak whereas decreasing the coefficient

of cubic nonlinearity will increase the peak amplitude of the response.
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4. The sign of the coefficient of nonlinearity determines which

direction the peak shifts: positive cubic coefficients shift to the

right and negative cubic coefficients shift to the left.

5. Increasing the level of viscous damping will decrease the width of

the response peak whereas decreasing the level of viscous damping will

increase the width of the response peak.

6. Increasing the level of viscous damping will decrease the amplitude

of the response peak whereas decreasing the level of viscous damping

will increase the amplitude of the response peak.
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8. Reconendations for Further Research

This preliminary study identified the causes of the peak

broadening and frequency shifting that occurs in the response of the

Duffing Oscillator to stochastic excitation. This study used a single-

degree-of-freedom (SDOF) model; it predicted the general trends observed

in the response of a single mode of a panel to stochastic excitation.

However, to further quantify these results and improve the mathematical

modelling, the following recommendations are made.

1. This study was an experimental study accomplished by simulation

using the digital and analog computer. Computing the harmonic frequency

response functions was extremely time consuming on the mainframe

computer. First-order perturbation solutions give qualitative

information and fairly good agreement with small amplitudes of motion,

but can err significantly, quantitatively speaking, for the large

amplitudes of response. Several alternative perturbation techniques

have been developed and should prove to be more accurate. A study of

the harmonic responses could be done much more efficiently using

perturbation solutions that agree close enough to the simulation

results. The objective here would be to find the best perturbation

solution for the Duff ing Oscillator for the parameter ranges

corresponding to beams and panels..

2. In this study, simulation methods were used to determine the system

response. To study the effects of various parameters on the stochastic

response, analytical solutions of the Duffing Oscillator to stochastic
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excitation, when they can be found to give satisfactory results, should

be used. Both wide-band and narrow-band excitations can be considered

in these studies.

3. Other damping models should be considered; these would include

structural damping and quadratic damping. Viscoelastic damping may also

be of interest to scientists and engineers who may be considering

viscoelastic damping treatments to passively control unwanted vibration.

4. The responses of the buckled oscillator exhibited the largest

broadening; it may in part be due to the quadratic nonlinearity present

in the governing equation. Hence, a quadratic nonlinearity term in the

restoring force should be considered. Parameter studies could be done

as were done in this study to identify its effects on the response.

5. Parameter studies should be performed on the buckled system (and for

completeness, on the softening system) as were done on the hardening

system: both the damping and the nonlinear coefficients should be

varied in a parameter study to see their effects on the system response.

6. In this study, a SDOF model was used. Real structures have

multiple-de-rees of freedom. This present study should be extended to

MDOF structures; specifically, 2DOF and 3DOF systems should be

considered. Even for this small number of modes, closely spaced modes,

internal resonances, and quadratic and cubic coupling terms can be

analyzed. In addition, narrow-band excitation should be applied because
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system responses to harmonic excitation show that modes can be

nonlinearly coupled.

7. This present study was limited to external excitation; it should be

extended to parametric excitations, and eventually to combined external

and parametric excitations. The nature of a parametric resonance is

different from that of the externally excited resonance, and in some

cases causes very large responses to occur.

8. Experiments on both metallic and composite elastic structures should

be performed using beams, beams with lumped masses, and panels to obtain

some base line data that can be used to help identify the most accurate

models. Such structures can have damping artificially added for

parametric studies on the influence of damping. The most suitable

structures would be clamped-clamped or simply-supported beams and

clamped-clamped beams mounted in rigid fixtures attached to a large

shaker. With this setup, both stochastic and harmonic excitations can

be applied.
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APPENDIX A: Program Descriptions

SWEEP. FOR

SWEEP.FOR generates swept sinusoidal steady-state amplitude

r 3onses for the hardening Duffing Oscillator of the type shown in

Figures 2.1 ai,d 2.2. The program parameters are read from a standard

text file 'swprun.dat', in the following format:

'< fname >'

< a >, < 6 >, < < <p >, < Wo >
< Fps-k >

< AO >, < ,< 0,o >

The parameter < fname > refers to the name of the file to which the

output is written. The system parameters < a >, < 6 >, < e >, < p >,

and < w. >, are the coefficients of

x + 2epx + wo2x + e6x 2 + eax3 - F(t). (A.1)

< F1..k > is the peak amplitude of the harmonic sinusoidal excitation.

< An > is the frequency step in rad/s; it is positive for a sweep up

(negative for a sweep down). < Q.Az > is the upper (lower) frequency in

rad/s, which forms the frequency boundary for the sweep up (down). For

example, if < AD > was negative, indicating a sweep cown, then < Q". >

would be the minimum frequency bound. < an > is the starting frequency

value for the sweep and should be less than < rl.. > for a sweep up, but

greater than < n. > for a sweep down.

Output is written to the text file < fname > and is presented in a

three column format:

OMEGA Umax MS
oxxxxxx xxxxxx xxxxxx

xxxxxx xxxxxx xxxxxx

OMEGA is the frequency of excitation, Umax is the maximum displacement

calculated for one cycle, and MS is the mean square of the calculated

displacement response. The FORTRAN 77 source code is included in

Listing 1.
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SIGW.FOR

SIGW.FOR generates broad-band and narrow-band time histories.

Samples of these time histories can be seen in Figures 4.2 through 4.7

and in Figures 6.1 through 6.9. These time histories serve as the

system excitation. The program parameters are entered interactively.

When the program is executed, the user is first prorapted:

Enter upper freq.(Nyquist):

This frequency is the frequency at which discrete time points are

generated and should have units of rad/s. For this study, a frequency

of 3.5 rad/s was used and would give a resulting time step of .8976

seconds.

Next, the program requeits the upper and lower frequencies of the

constant-amplitude band of the sigral to be generated:

Enter lower and upper cutoff freqs (rad):

These frequencies, also in rad/s, are the lower and upper frequency

limits of the constat,L-amplitude signal. For example, to generate a

broad-band excitation with a Nyquist frequency of 3.5 rad/s, the lower

c-Atoff frqu icy would be 0.0 rad/s and the upper cutoff would be 3.5

rad/s. It should be noted that setting the lower cutoff frequency to

0.0 rad/s does not create a DC component within the signal. After

entering this information the program will prompt:

Enter amp of const. spect. density:

The amplitude of the constant spectral density is given with units of

l/rad. For example, for the bandwidth of 3.5 rad/s a signal with a mean

square value of 3.5 would require a constant spectral density amplitude

of 1.0.

Next, the program requests:

Enter # of spectrum intervals, and

the # of time intervals:

These are integer values expressing the number of frequency points in

the single sided spectrum, and the number of time points generated from
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the frequency spectrum, respectively. Both integers must be powers of

two. The number of time points should always be twice the number of

spectrum points. For example, using 1024 single sided spectrum points,

the program will generate a double sided spectrum with 2048 points, and

thus generate 2048 time points.

Next, the program will prompt:

Enter # of repetitions:

The number of repetitions is an integer number of times the program will

repeat the signal generation procedure. For example, 10 repetitions

would generate 20480 time points, for the parameters specified above.

Next, the program will prompt:

Enter filename:

The filename for the signal should be enclosed in single quotes. For

example, consider the filename 'testexc.dat'. Data is written to the

file in a single column with the first value being the sample frequency

of the data points and each value thereafter representing an amplitude

in time. The FORTAN 77 source code for this program is included in

Listing 2.
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SYS. FOR

SYS.FOR integrates the governing equations of the Duffing
Oscillator in time with a specified excitation signal. Examples of
generated time signals can be seen In Figures 4.2 through 4.7 and

Figures 6.1 through 6.9.

The required program parameters are read from a standard text file
which is called 'sysrun.dat' and has the form:

'< fnamel >', '< fname2 >'
<Npt >
< a >, < 6 ,< ,< ,< W, >

< fnamel > is the filename of the excitation signal, < fname2 > is the
filename of the response signal, and < Npt > is an integer number of
points to integrate. The parameters < a >, < 6 >, < e >, < p >, and

< w. > are the coefficients shown in equation A.1. Program output is
written in a single column with the first value being the sample
frequency of the data points and each value thereafter representing an
amplitude in time. The FORTRAN 77 source code for this program is

included in Listing 3.
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JDMAP. FOR

JDMAP.FOR locates the jump down bifurcation boundary for the
:dening Duffing Oscillator. Examples can be seen in Figures 3.2

through 3..2.

Program parameters are read from a text file which is c Iled
'maprun.dat' and has tne format:

< a >, < 6 >, < C >, < A >, < Wa >
< Fstart >, < Fw, >, < AF >

< a >, < 6 >, < e >, < I >, and < wo > are the coefficients shown in
equation A.I. The next set of program parameters defines the boundaries
for the excitation amplitude. < Ftat > is the initial peak amplitude
of the harmonic sinusoidal excitation, < F. > is the maximum peak

amplitude, and < AF > is the amplitude interval at which each jump point
will be located. For example, if < Fst..t > is 0.100, < Fx > is 0.500,
and < AF > is 0.100, five jump points will be located. The parameter

< AO > is the size of the initial frequency step. Program output is
written to che text file which is called 'jdmeo.dat' in two columns.

The first is the excitation amplitude, the second is the frequency at
which the jump down bifurcation occurred. The FORTRAN 77 source code is

included in Listing 4.
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JUMAP.FOR

JUMAP.FOR locates the jump up bifurcation boundary for the
hardening Duffing Oscillator. Examples can be seen in Figures 3.2

through 3.12.

Program parameters are read from a text file which is called
'maprun.dat' and has the format:

< a >, < 6 >, < C >, < / W >, < ao>

" Fstart >, < AF >

< AD >, <Npt >

<a > < 6 >, < e >, < p >, and < w. > are the coefficients shown in

equation A.I. The next set of program parameters defines the boundaries

for the excitation amplitude. < Fstazt > is the initial peak amplitude

of the harmonic sinusoidal excitation and < AF > is the interval at
which each jump point will be located. < AD > is the size of the

initial frequency step and < Npt > is the number of amplitude levels.
For example, if < Fsta"t > is 0.500, < AF > is 0.100, and < Npt > is 4,
four jump points will be located at amplitude levels of 0.500, 0.400,

0.300, and 0.200. Program output is written to the text file which is
called 'Jumap.dat' in two columns. The first is the excitation

amplitude, the second is the frequency at which the jump up bifurcation

occurred. The FORTRAN 77 source code is included in Listing 5.
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STATS.FOR

STATS.FOR generates statistical moment data and peak distributions

for time histories. Examples can be seen in Figures 3.2 thorugh 3.12.

The program parameters are read from a text file which is called
'statrun.dat' and has the format:

1< fnamel >'

'< fname2 >', '< fname3 >', '< fname4 >I
" Npt >

< Nbin >,< Max >,< Min >

< fnamel > is the filename of the time history to be analyzed. Output

filenames required, < fname2 >, < fname3 >, and < fname4 > are,

respectively, the positive peak data file, the negative peak file (i.e.

valleys), and the statistical moments file. < Npt > is the integer

number of time points to consider. The last set of parameters define

the number of peak bins and their amplitudes. < Nbin > is the number of

bins, < Max > is the maximum expected amplitude in the time history, and

< Min > is the minimum expected amplitude. Output data for the peak

distribution is written to the file in three columns. The first is the
amplitude of the peak bin divided by the standard deviation of the time

history, the second is the number of peaks in the given amplitude bin

divided by the bin width, and the third is the Raleigh distribution.

The file for statistical moments contains a list of the values

determined by the program. The FORTRAN 77 source code for this program

is included in Listing 6.
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HPDAKP.FOR

HPDAKP.FOR uses the amplitude transfer function to compute an

estimated half-power point damping coefficient. Examples can be found

in Figures 3.2 through 3.10.

The program parameters are entered interactively. First, the

program requests:

enter file:

The filename for the amplitude transfer function should be entered in

single quotes. The amplitude transfer function file must be in a two

column format with the first column as the frequency and the second as

the amplitude. Next, the program will prompt:

enter npts:

The number of points is an integer number of discrete frequency points

in the amplitude transfer function file. The program will display an

estimated half-power point damping value on the screen. The FORTRAN 77

source code is included in Listing 7.
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APPENDIX B: FORTRAN Source Listings

Listing - 1

program sweep
implicit double precision(a-h~o-z)
real*8 ep
integer nval
real*8 ystart(2) ,xl,x2,dt,pi,ozumax
character*12 fnam.
comon/blokO 1/alpha, delta, ep ,xmu ,wo *omega, xk
coimon/path/kmax,kount,dxsav,x(200) ,y(lO,200)

external derivs

* PROGRAM: SWEEP
* DESCRIPTION: PROGRAM TO GENERATE SWEEP DATA

* FOR HARDENING SYSTEM. OUTPUT IS
*WRITEN TO FILE FNAME. INPUT
* IS READ FROM 'SWPRUN.DAT'.

* VARIABLES:
* ALPHA, DELTA, EPS, XMU, WO - SYSTEM

* COEFFICIENTS
* XK - EXCITATION LEVEL
* FNAME -FILENAME FOR OUTPUT DATA
* DOM - FREQ. CHANGE IN RAD/S
* ONMAX -MAXIMUM (MINIMUM) FREQUENCY
* OMST -BEGINNING FREQUENCY

open(unit-5,file-'swprun.dat' ,status-D old')
read(5,*) fnaae
read(5,*) alpha~delta,ep,xmu,vo
read(5,*) xk
read(5,*) doz,ommax,omst
close(5)

ystart(l)-O.
ystart(2)-O.

pi-2.*acos(O.)
nptcyc-10
lcmax-O
ncyc-50
tol-.0Ol
nval-l
eps-5.e.5
hi-. 001
hain-O.O
Icmax-0
nvar-2

83-109



xl-O.
omega-omst-dor
kount-O

open(unit-8, file-fname, status-' unknown')

10 omega-omega+dom
dt-2*p1t/(omega*real (nptcyc))
dxsav-dt
x2-xl+dt
if( ((omega. gt.oumax), and. (dom. gt. 0. )).or.

((omega.lt.ouiax).and.(dom. lt.O.))) goto 20

call satate(ystart,nvar,xl,x2,eps,hl,hmin,rms,

dc,yuax, tol, ncyc, numcyc, nptcyc, xx)

write(8,*) omega,ymax,rms

goto 10

20 continue

stop
end

* SUB: DERIVS

* GOVERNING DIFFERENTIAL EQUATIONS

subroutine derivs (x, y,yprim)
implicit double precision(a-h,o-z)
dimension y(2),yprim(2)
comaon/blokOl/alpha, delta, ep, xmu,wo, omega, xk
yprim(1)-y(2)
yprim(2)--wo*wo*y(1) -2.*ep*xmu*y(2)

-alpha*ep*y(1)*y(l)*y(l) -delta*ep*y(1)*y(1)+
xk*dsin(ouega*x)

return
end

* SUB: SSTATE
* INTEGRATE SYSTEM TO STEADY STATE
* VARIABLES:
* YMAX: MAX DISPIACEMENT IN S.S. CYCLE
* TOL: ACCEPTABLE TOLERANCE FOR S.S. CRITERIA
* NOTE:
* IF S.S. DOES NOT OCCUR IN THE MAXIMUM NUMBER OF
* SETS OF 5 CYCLES, THE AMPLITUDE LEVEL RETURNED FOR
* JUMP DETECTION IS CALCULATED BY AVERAGING THE AMP
* FOR EACH SET OF CYCLES AFTER 20.
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subroutine sstate(ystart,nvar,xl,x2,eps,hl,hmin,rms,
dt,yma, tol,ncyc,nuncyc,nptcyc,xx)

implicit real*8(a-h,o-z)
external derivs ,rkqc

real*8 ystart(nvar),xa(300,2),xb(300,2),e(300,2)
logical firstc
integer i ,nptcyc ,k,ncyc

firstc-.TRUE.

rms-0.
do 40 k-l,ncyc

ymax-O.
do 10 i-l,nptcyc*5

call odeint(ystart,nvar,xl,x2,epshl,hmin,nok,
nbad, derivs ,rkqc)

rms-mus+ystart(l)*ystart( 1)
xl-x2
x2-x2+dt
xa(i, l)-ystart(l)

e (i, 2) -xa (i, 2) -xb (i, 2)
if(abs(ystart(1)) .gt.ymax) ymax-abs(ystart(l))

10 continue

er-0.

do 60 i-l,nptcyc*5
er-er+e(i,1)*e(i,1)+e(i, 2)*e(i,2)
xx-xa(i, l)**2+xa(i,2)**2
xb (i,l) -xa (i, 1)
xb (i, 2) -xa (i ,2)

60 continue
rms-rms/real (nptcyc*5)
if (firstc) then

firstc-. FALSE.
else

if (k.gt.20) xxa-xxa+xx
if (er/xx.lt.rol) goto 70
if (k.eq.ncyc) goto 70
ymax-O.

endif
rins-0.

40 continue
xx-xxa/real (k- 20)

70 numcyc-k
xl-0.
x2-dt
return
end
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SUBROUTINE ODEINT(YSTART, NVAR,X1 ,X2, EPS ,H , HMIN, NOK, NBAD,DERIVS ,RK
*QC)
PARAMETER (MAXSTP-2000 ,NMAX-lO ,TWO-2 .0 ,ZERO-O.O, TINY-i. E- 30)
implicit double precision(a-h,o-z)
COMMON /PATH/ KHAX,KC- T,DXSA'17,XP(20O),YP(1O,2OO)
EXTERNAL DERIVS, RKQC
DIMENSION YSTART(NVAR) ,YSCA. MAX) ,Y(NMAX) ,DYDX(NHAX)

NOK-0
NBAD-O
KOUNT-0
DO 11 I-l,NVAR
Y(I)-YSTART(I)

11 CONTINUE
XSAV-X -DXSAV*TWO

DO 16 NSTP-l,MAXSTP
CALL DERIVS(X,Y,DYDX)
DO 12 I-1,NVAR
YSCAL(I)-ABS(Y(I) )+ABS(H*DYDX(I) )+TINY

-2 CONTINUE
IF(10(AX.GT.O)THEN

IF(ABS(X-XSAV) .GT.ABS(DXSAV)) THEN
IF(KOUNT .LT . KAX- l)THEN

KOUNT-KOUNT+l
XP (KOUNT) -X
Do 13 I-,NVAR

YP(I ,KOUNT)-Y(I)
13 CONTINUE

XSAV-X
ENDIF

ENDIF
ENDIF
IF((X+H-X2)*(X+H-Xl) .GT.ZERO) H-X2-X
CALL RKQC(Y,DYDX,NVAR,X,H,EPS,YSCAL,HDID,HNEXT,DERIVS)
IF(HDID. EQ. H)THEN

NOK-NOK+l
ELSE

NBAD-NBAD+l
ENDIF
IF((X-X2)*(X2.Xl) .GE.ZERO)THEN

DO 14 '-l,NVAR
YSTART(I)-Y(I)

14 CONTINUE
IF(KMAX.NE.O)THEN

KOUNT-KOUNT+l
XP (KOUNT) -X
DO 15 I-,NVAR

YP(! KOUNT)-Y(T)
15 CONTIh~.E

ENDI F
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RETURN
ENDI F
IF(ABS(HNEXT).LT.HHIN) PAUSE 'STEPSIZE SMALLER THAN MIN.'

H-HNEXT
16 CONTINUE

write(*,*) 'TOO MANY STEPS..'
RETURN
END

SUBROUTINE RKQC(Y,DYDX,N,X,HTRY,EPS,YSCAL,HDID,HNEXT,DERIVS)
implicit double precision(a-h,o-z)
PARAMETER (NHAX-10,FCOR-.0666666667,
*ONE-i. ,SAFETY-O.9,ERRCON-6.E-4)

EXTERNAL DERIVS
DIMENSION Y(N) ,DYDX(N) ,YSCAL(N) ,YTEMP(NMAX) ,YSAV(NMAx) ,DYSAV(NMAx)
PGROW--O.20
PSHRNK--O. 25
XSAV-X
DO 11 I-1,N
YSAV (I) -Y( I)
DYSAV(I)-DYDX(I)

11 CONTINUE
H-HTRY

1 HH-0..5*H
CALL RK4(YSAV,DYSAV,N,XSAV,HH,YTEMP,DERIVS)
X-XSAV+HH
CALL DERIVS (X ,YTEMP,DYDX)
CALL RK4(YTEMP,DYDX,N,X,HH,Y,DERIVS)
X-XSAV+H

CALL RK4(YSAV,DYSAV,N,XSAV,H,YTENP,DERIVS)
ERRKAX-O.
DO 12 I-1,N

YTEMP(I)-Y(I) -YTEMP(I)
ERRMAX-MAX(ER.MAX,ABS (YTEMP(I)/YSCAL(I)))

12 CONTINUE
ERRHAX-ERRMAX/EPS
IF(ERRMAX.GT.ONE) THEN
H-SAFETY*H* (ERRMAX**PSHRNK)
GOTO 1

ELSE
HDID-H
IF(ERRMAX.GT. ERRCON)THEN
HNEXT-SAFETY*H* (ERRMAX**PGROW)

ELSE
HNEXT-4.*H

ENDI F
END IF
Do 13 I-1,N

Y(I)-Y(I)-.YTEMP(I)*FCOR
13 CONTINUE

RETURN
END
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SUBROUTINE RK4(Y,DYDX,N,X,H,YOUT,DERIVS)
implicit double precision(a-h,o-z)
PARAMETER (NHAX-lO)
DIMENSION Y(N) ,DYDX(N) ,YOUT(N) ,YT(NMAX) ,DYT(NMAX) ,DYH(NHAX)
HH-.H*O. 5
H6-H/6.
XH-X+HH
DO 11 I-1,N

YT (I) -Y( I) +HH*DYDX (I)
11 CONTI1NUE

CALL DERIVS(XH,YT,DYT)
DO 12 I-1,N

iT (I) -Y(I) +HH*DYT (I)
12 CONTINUE

CALL DERIVS (XII,YT, DYM)
DO 13 I-1,N

iT (I) -Y(I) +H*DYM (I)
DYM(I)-IXYT(I)+DYM(I)

13 CONTINUE
CALL DERIVS(X+H,YT,DYT)
DO 14 I-1,N

YOUT(I)-Y(I)+H6*(DYDX(I)+DYT(I)+2 .*DYH(I))
14 CONTINUE

RETURN
END
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Listing- 2

program slgw
implicit real(a-h,o-z)
dimension x(18000),y(18000),freq(9000),
.sp(9000 ) ,w(9000),spnew(9000),ran(18000)
complex x,zimag
logical idebug
CHARACTER*12 FNAME
external ranl

* PROGRAM: SIGW
* DESCRIPTION: PROGRAM WRITTEN TO GENERATE BROAD-BAND OR
* NARROW-BAND WHITE NOISE EXCITATION SIGNALS
* USING FFT ALGORITHMS.
* VARIABLES:
* WU - NYQUIST FREQUENCY
* WL - LOWER CUTOFF FREQ. (0 FOR BROAD-BAND)
* WU - UPPER CUTOFF FREQ. (NYQUIST FOR
* BROAD- BAND.
* SPPW - AMPLITUDE OF CONSTANT POWER SPECTRAL
* DENSITY.
* N - NUMBER OF SPECTRUM INTERVALS OR FREQ.
* POINTS LESS THAN THE NYQUIST (MUST
* BE A POWER OF 2)
* NPT - TOTAL NUMBER OF FREQ. PTS (USUALLY
* 2*N)
* NCYC - NUMBER OF TIMES TO REPEAT PROCEDURE
* IDEBUG - LOGICAL VARIABLE, .T. PRINTS OUT
* INTERMEDIATE INFORMATION FROM
* SIGNAL GENERATION

write(*,*) 'Enter upper freq. (Nyquist):'
read(*,*) wu
write(*,*) 'Enter lower and upper cutoff freqs (rad):'
read(*,*) wl,wuu
write(*,*) 'Enter amp of const. spect. density:'
read(*,*) sppw
write(*,*) 'Enter # of spectrum intervals, and'
write(*,*) 'the # of time intervals:'
read(*,*) n,npt
write(*,*) 'Enter # of repetitions:'
read(*,*) ncyc
idebug-.F.
write(*,*) 'Enter filename:'
read(*,*) fname

write(*,140) n,npt,wu
write(*,141) wl,wuu,sppw

140 format(25X,' --- Run Data ---

83-115



*8X,'# of spectrum intervals - 1,15/,8X,
* '# of time intervals - 1,15/,BX,
* 'Nyquist Frequency - ',F8.2,. rad'/)

141 format(8X,'Lower Cutoff Frequency - ',F8.2,' rad',/,
" 8X,'Upper Cutoff Frequency - ',F82' rad',/,
" 8X,'Spectral Level - ',F8.2,' I/rad',/)

iseed-ncyc
ranp-ranl( iseed)

pi-2 .*accj(0.0)
p12 -2.*pi

np 1-n+1
zimag-cmix(0 .0,1.0)
spp-sppw*p12
fmax-wu/p1£2
fmins-wl/p £2
fmaxs--wuu/p1£2

dw-,wu/float (1)
open(unit-15 ,file-fname, status-'unknown')

write(15,*) npt*dw/p12

do 119 i-l,npl
sp(i)-Sppv
w(i)-(]1l)*dv
if(w(i' lt.wl.or.w(i).gt.wuu) sp(i)-O.
freq(i, *v(i)/pi2

119 continue

area-spp* (fma 7min)
sq2dw-sqrt(2. ,w)
ttotal-p12/dw
dt-ttotal/flot npt)

call lo&2(npt -.n)
do 2010 ijk-1,ncyc
write(*,*) iuk

do 50 i-l,npt
x(i)-cmplx(O .0,0.0)

50 continue

do 60 i-2,n+1
phi-ran ( issed)*pi2
pl-sqrt(sp(i) )*sq2dv
x(i)-pl*cexp( -zimag*phi)*real(npt)

60 continue

call fft(x,nn,npt)



do 80 i-1,npt
write(15,*) real(x(i))
x(i)-cuaplx(real(x(i)) .0.dO)

80 continue

2010 continue

close( 15)

ex-O.
ex2-0.

do 70 i-l,npt
y(i)-real(x(i))
ex-ex+y( i)
ex2-ex2+y(i)*y(i)

70 continue

ex-ex/floac (npt)
ex2-ex2/float (npt)

vrite(*, 1100) ttotal*real(ncyc) ,dt ,npt*ncyc
1100 format (40('-'),//,8X,

*'Total simulated time - 1,F1O.5,1 SEC.2/,8X
* dt of time series - ',FlO.5,' SEC.'/,8X
* # of time points - 1,17)

write(*,1300) ex,ex2
1300 FORMAT (/,8X,' Mean of time series - ',E13.6,/,8X,

* 'Mean square - *,E13.6,/)

call ifft(x,nn,npt)
DW2-2 /DW

if( idebug) then
c write(*,1301)
c 1301 format(lOX, 'X(real)' ,20X, 'x(imag) )

c do 71 i-l,npt
c 71 vrite(*,1302) real(x(i)),imag(x(i))
1302 format(9X,F9.3,18X,F9.3)

do 120 i-l,npl
spnev(i)-cabs(x(i)/real(npt))**2*dw2*P12

120 continue

write(*, 1303)
1303 format(lOX,' Freq.(Hz)',20X,l Spp(l/Hz)')

do 90 i-l,n
write(*,1302) freq(i) ,spnew(i)
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90 continue
endif

stop
end

FUNCTION RAN ( IDUM)
DIMENSION R(97)
PARAMETER (111-259200, IA1-7141, IC1-54773 ,RKt1-3.8580247E-6)
PARAMETER (M2-134456,IA2-8121,1C2-28411,RM2-7.4373773E-6)
PARAMETER (113-243000, 1A3-4561,1C3-51349)
DATA 1FF /0/
IF (IDUM.LT.O.OR.IFF.EQ.O) THEN

1FF-1
IX1-MOD( Id -IDUM(,Xl)
IX1-MOD( IA1*IX1+IC1 ,11)
IX2-MOD(IX1 ,M2)
IX1-MOD(IA1*IX1+IC1 ,M1)
IX3-MOD(IX1,M3)
DO 11 J-1,97

IX1..sOD(IA1*IX1+IC1 ,M1)
IX2-KOD( 1A2*IX2+1C2 ,M2)
R(J)-(FLOAT(IX1)-.FLOAT(IX2)*RM2)*RM1

11 CONTINUE
IDUM-1

ENDIF
IX1-MOD( IA1*IX1+IC1 ,M1)
IX2-HOD( 1A2*IX2+IC2 , 2)
IX3-MOD ( A3*1X3+IC3 ,M3)
J..1+(97*IX3)/M3
IF(J .GT.97.OR.J .LT. 1)PAUSE
RAN1-R(J)
RPJ)-(FLAT (IX1) +FLOAT (1X2) *RM2)*RK1
RETURN
END

subroutine log2 (na ,n)
integer n,nb,na
nb-na
do 10 1-1,1000
nb-nb/2
n-n+l
if(nb.lc.2)then
return
endif

10 continue
end
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subroutine fft(&,n,nb)
complex*16 u,v,t
complex a(nb)
do 1 J-1,nb

1 a(j)-a(j)/nb
nbd2-nb/2
nbml-nb -1
i.1
do 4 1-1, nbal
if (1.ge.j) goto 2
t-a(j)
a(j )-a(l)
a(1)-t

2 k-nbd2
3 if (k .ge.j) goto 4

J-mj-k
k'-k/2
go to 3

4 j-j+k
pi-2 .dO*dacos(0 .0)
do 6 m-l,n
u-n(1.0,0.0)
,m-2**m
k-me/2
w-dcinplx(dcos(pi/k) ,-dsin(pi/k))
do 6 J-1,k
do 5 1-j ,nb,uae
lpk-l+k
trna(lpk)*u
a(lpk)-a(l) -t

5 a(l)-a(1)+t
6 U-u*w

return
end

subroutine ifft(a,n,nb)
couplex*16 u,w,t
complex a(nb)
nbd2-nb/2
nbul-nb -1
i-i
do 4 1-1,nbal
if (1.ge.j) goto 2
t-A(J)
a(j )-a(1)
a(l)-t

2 k-nbd2
3 if (k .ge.j) goto 4

J-j -k
k-Ic/2
go to 3

4 J-J+k
pi-2 .dO*dacos(0. dO)
do 6 mn-1, n
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u- (1.0,0.0)
mem.2**u
k-ue/2
w-dcuplx(dcon(pi/k) ,dsin(pi/k))
do 6 J-l,k
do 5 1-j,nb,u.
lpk-l+k
t-&(lpk)*u
a(lpk)-a(l) -t

5 a(1)-a(l)+t
6 UmU*v

return
end
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Listing- 3

program sys
dimension ystart(2)
character*l2 fnamel,fname2
commo n/blokOl/delta,alpha, ep ,xmu,wo ,dt, gi,g2
commo n/path/kmax,kount,dxsav,x(200) ,y(lO,200)

external derivs, rkqc

* PROGRAM: SYS
* DESCRIPTION: PROGRAM TO GEN ERA TE RESPONSE DATA
* FOR AN EXCITATION SIGNAL TO THE HARDENING
* SYSTEM. OUTPUT IS WRITTEN TO FNAME2.
* INPUT IS READ FROM 'SYSRUN.DAT'.

* VARIABLES:
* ALPHA, DELTA, EPS, XKU, WO - SYSTEM

* COEFFICIENTS
* NPT - NUMBER OF TIME POINTS
* FNAME1 - EXCITATION SIGNAL
* FNAME2 - RESPONSE SIGNAL

open(unit-15,file-'sysrun.dat' ,status-'unknown')
read(15 ,*) fname,fname2
read(15,*) npt
read(15,*) alpha,delta,ep,xmu,wo
open(unit-15, file-Enamel, status-' old')
open(unit-16, Eile-Ename2 ,status-' unknown')

read(15,*) Es
dt-l./Es
dxsav-dt/20.
xl-O00
x2-dt
gl-O.
g2-0.

ystart(l)-O.
ystart(2)-O.

eps-l .Oe-4
hl-.00l
hmin-O.O
louax-O
nvar-2

write(16,*) Es

do 10 i-l,npt
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read(15,*) gi.
'.all odeint(ystart,nvar,xl,x2.eps~hl,bmin,nok,nbad,derivs~rkqc)
if (abs(ystart(1)).gt.11) then

yutart(1)m(abs(ystart(1) )/ystart(l) )*15
write(16,*) ystart(l)
goto 22

endif
write(16,*) ystart(1)

10 continue

22 close(15)
close(16)

stop
end

* SUB: DERIVS
* GOVERNING DIFFERENTIAL EQUATIONS

subroutine derivs (x, y, yprim)
dimension y(*) ,ypriu(*)
coimon/blokOl/deita, alpha,op ,xmu,wo ,dt, gi,g2
ypria(l)-y(2)
ypria(2)--wo*wo*y(l) -2 .*ep*xmu*y(2) -delta*ep*y(1)*y(l)

+gi-alpha*ep*y(l)**3

return
end

SUBROUTINE ODEINT(YSTART,NVAR,X1 ,X2 ,EPS ,Hl ,HKIN,NOK,NBAD, DERIVS ,RK
*QC)
PARAMETER (MAXSTP-20000 ,NMAX-1O ,TWO-2.0, ZERO-O.O, TINY-i. E-30)
COMMON /PATH/ KHAX,KOUNT,DXSAV,XP(200),YP(10,200)
DIMENSION YSTART (NVAR) ,YSCAL(NMAX) ,Y (NKA) DYDX(NMAX)
x-xl
H-SIGN(H1 ,X2-Xl)
NOK-O
NBAD-O
KOUNT-0
DO 11 I-1,NVAR
Y (I )-YSTART (I)

11 CONTINUE
XSAV-X- DXSAV*TWO
DO 16 NSTP-1,MAXSTP

CALL DERIVS(X,Y,DYDX)
DO 12 I-,NVAR
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YSCAL(I)-ABS(Y(I) )+ABS(H*DYDX(I) )+TINY
12 CONTINUE

IF(OIAX. GT.0) THEN
IF(ABS(X-XSAV) .GT.ABS(DXSAV)) THEN

IF(KOUNT. LT.IOIAX.1)THEN
KOUNT-KOUNT+l
XP (KOUNT) -X
DO 13 I-1,NVAR
YP(I ,KOUNT)-Y(I)

13 CONTINUE
XSAV-X

ENDIF
END IF

ENDIF
IF((X+H-X2)*(X+H-Xl) .GT.ZERO) H-X2-X
CALL RKQC(Y,DYDX,NVAR,X,H, EPS ,YSCAL,HDID,HNmX,DERIVS)
IF(HDID. EQ.H)THEN

NOK-NOK+1
ELSE

NBAD-NBAD-+l
END IF
IF((X-X2)*(X2-X1) .GE.ZERO)THEN
DO 14 I-1,NVAR
YSTART(I)-Y(I)

14 CONTINUE
IF(KKAX.NE. O)THEN

KOUNT-KOUNT+l
XP (KOUNT) -X
DO 15 I-1,NVAR
YP(I ,KOUNT)-Y(I)

15 CONTINUE
END IF
RETURN

ENDIF
IF(ABS(HNEXT).LT.HHIN) PAUSE 'Stepsize smaller than minimum.'
H-HNEXT

16 CONTINUE
PAUSE 'Too many steps.'
RETURN
END

SUBROUTINE RKQC(Y,DYDX,N,X,HTRY,EPS,YSCAL,HDID,HNEXT,DERIVS)
PARAMETER (NMAX-1O, FCOR-.0666666667,

* ONE-i. ,SAFETY-0.9,ERRCON-6.E-4)
EXTERNAL DERIVS
DIMENSION Y(N) .DYDX(N) ,YSCAL(N) ,YTENP(NNAX) ,YSAV(NMAX) ,DYSAV(NNAX)
PGROW--O. 20
PSHRNK--O. 25
XSAV-X
DO 11 I-l,N
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YSAV(I)-Y(I)
DYSAV(I)-DYDX(I)

11 CONTINUE
H-HTRY

1 HH-0.5*H
CALL RK4 (YSAV, DYSAV,XSAV ,HH, YTEMP, DERI VS)
X-XSAV+HH
CALL DERIVS (X ,YTEKP ,DYDX)
CALL R14(YTEKP,DYDX,N,X,HH,Y,DERIVS)
X-XSAV+H
IF(X.EQ.XSAV)PAUSE 'Stepsize not significant in RKQC.'
CALL R14(YSAV,DYSAV,N,XSAV,H,YTEMP,DERIVS)
ERRMAX-O.
DO 12 I-1,N
YTEMP(I)-Y(I) -YTEMP(I)
ERRNAX-4IA(ERRAX,ABS(YTEP(I)/YSCAL(I)))

12 CONTINUE
ERRMAX-ERRNAX/EPS
IF(ERRMAX.GT.ONE) THEN

H-SAFETY*H* (ERRMAX**PSHRNK)
GOTO 1

ELSE
HDID-H
IF( ERRMAX. GT. ERRCON) THEN

HNEXT-SAFETY*H* (ERRMAX**PGROW)
ELSE

HIIEXT4.*H
ENDIF

END IF
DO 13 I-1,N
Y(I)-Y(I)+YTEMP(I)*FCOR

13 CONTINUE
RETURN
END

SUBROUTINE RK4(Y,DYDX,N,X,H,YOUT,DERIVS)
PARAMETER (NMAX-1O)
DIMENSION Y(N) ,DYDX(N) ,YOUT(N) ,YT(NMAX) ,DYT(NMAX) ,DYM(NHAX)
HH-H*O. 5
H6-H/6.
XH-X+HH
DO 11 I-1,N
YT(I)-Y(I)+HH*DYDX(I)

11 CONTINUE
CALL DERIVS (X'IYT, DYT)
DO 12 1-1,N

YT (I) -Y( I) +iH*DYT (I)
12 CONTINUE

CAL.L DERIVS (XH,YT, DYN)
DO 13 I-1,N
YT(I)-Y(I)+H*DYM(I)
DYMhI(I) -DYT (I) +DYN( I)
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13 CONTINUE
CALL DERIVS (X+H ,YT ,DYT)
DO 14 I-1,N
YOUT(I)-Y(I)+H6*(DYDX(I)+DYT(I)+2.*DYM(I))

14 CONTINUE
RETURN
END
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Listing-4

program jdmap
logical nstate,jtype
real ep,jtol
integer i,nmaxnval
real ystart(2),yp(2),fw(3,1000),xl,x2,dt,pi
common/blokOl/alpha,delta,ep,xmu,wo, omega,xk
common/path/kamax,kount,dxsav,x(200),y(l0,200)

external derivs

* PROGRAM: JDMAP
* DESCRIPTION: PROGRAM TO GENERATE BIFURCATION
* MAP FOR JUMP DOWN BIFURCATION IN HARDENING
* SYSTEM. MAP WRITTEN TO FILE 'JDMAP.DAT'.
* INPUT IS READ FROM 'MAPRUN.DAT'.
* VARIABLES:
* ALPHA, DELTA, EPS, XHU, WO - SYSTEM
* COEFFICIENTS
* XKST - BEGINNING EXCITATION LEVEL
* DDXK - CHANGE IN EXCITATION LEVEL
* DDOM - MAX FREQ. CHANGE IN RAD/S
* XKMAX - MAXIMUM EXCITATION LEVEL
* JTOL - CHANGE IN STEADY STATE AMPLITUDE
* REQUIRED FOR JUMP
* NPTCYC - NUMBER OF POINTS PER CYCLE
* NCYC - NUMBER OF SETS OF 5 CYCLES OF
* INTEGRATION TO COMPARE FOR SS.

open(unit-5,file-'tmaprun.dat',status-'old')
read(5,*) alpha,delta,ep,xmu,wo
read(5,*) xkst,xkmax,ddxk
read(5,*) ddom
close(5)

ystart(l)-0.
ystart(2)-O.
ddxk-ddxk/2.
pi-2.*acos(O.)
nptcyc-10
kmax-O
nmax-O
ncyc-150
jtol-.3
j type-. FALSE.
wtol-.0005
tol-.01
nval-l
eps-1. Oe-4
hl-. 001
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hmii-O.O0
lcmax-0
nvar-2
xl-O.
natate-. FALSE.
xk-xks t
dxk-ddxk
omega-i. -DDOM
dom-ddom
kount-O

* FREQUENCY STEPPING Loop
* NOTE: FREQUENCY STEPS UP FROM INITIAL VALUE OF
* OMEGA (1.) AT THE LOWEST LEVEL OF EXCITATION TO
* THE FIRST JUMP. THE EXCITATION LEVEL IS THEN
* INCREASED

10 omega-omega+dom
dt-2*pi/ (omega*real (nptcyc))
dxsav-dt
x2-xl+dt

call sstate(ystart,nvar,xl,x2,eps,hl,hmin,
dt,yuaax, tol ,ncyc ,numcyc ,nptcyc ,xx)

if(nstate) then
if((xx-xp)/xp.lt. -Jtol) then

if(a1.s3(omega-pomega)/omega Alt. vtol) then
fw(l ,nval)-xk
fw(2 ,nval)a-pomega
nval-nval+l
nmax-nmax+l
goto 100

endif
omega-pomega
dou-dom/3.
ystart(l)-yp(l)
ystart(2)-yp(2)
goto 10

endif
endif
yp(l)-ystart(l)
yp(2)-ystart(2)
pomega-oniega
pymax-ymax
,cP-x
nstate-. TRUE.
goto 10

100 ystart(1)-yp(1)
ystart(2)-yp(2)
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0.. ga-pome ga
nkount-1
dt-2*pi/(oniega*real(nptcyc))
domi-ddom

if(xk.ge.xcmax) goto 2000

* INCREASE EXCITATION LEVEL

101 x2-xl+dt
xk-xk+dxk

call sstate(ystart,nvar,xl,x2 ,eps,h2 .hmin,
dt,yusax, tol, ncyc, numcyc, nptcyc, xx)

if((xx-xp)/xp.lt. -Jtol) THEN

if (abs(dxk).lt. .001) then
xk-xk- dxk
omega-omega- ddoin/10.
goto 101

endif
xk-xk- dxk
dxk'-dxk/3
nkount-nkount*3
goto 101

endif

if(nkouti,..eq.0) then
pxk-xk
xp-xx
dxk-ddxk
doim-ddom
goto 10

-idif

yp(1)-ystart(1)
yp(2)-ystart(2)
pxk-xk
xp-xx
nkount-nkount -1
goto 101

* WRITE RESULTS :0 DISK
* EXCITATION, JUMP DOWN FREQ, NULL

2000 continue
open(unit-8,filem'jdmap.dat' ,status-'unknovn')
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do 2010 i-l,nmax
2010 write(8,*) fw(l,i),fw(2,i)

close(8)
stop
end

* SUB: DERIVS
* GOVERNING DIFFERENTIAL EQUATIONS

subroutine derivs(x,y,yprim)
dimension y(2) ,yprim(2)
common/blokOl/alpha,delta, ep, xmu, wo, omega, xk
yprim(l)-y(2)
yprim(2)--wo*wo*y(1) -2.*ep*xmu*y(2)

-alpha*ep*y(l)*y(l)*y(l) -delta*ep*y(l)*y(l)+
xk*s in(omega*x)

return
end

* SUB: SSTATE
* INTEGRATE SYSTEM Tl STEADY STATE
* VARIABLES:
* YMAX: MAX DISPLACEMENT IN S.S. CYCLE
* TOL: ACCEPTABLE TOLERANCE FOR S.S. CRITERIA
* NOTE:
* IF S.S. DOES NOT OCCUR IN THE MAXIMUM NUMBER OF
* SETS OF 5 CYCLES, THE AMPLITUDE LEVEL RETURNED FOR
* JUMP DETECTION IS CALCULATED BY AVERAGING THE AMP
* FOR EACH SET OF CYCLES AFTER 20.

subroutine sstate(ystart,nvar,xl,x2,eps,hl,hmin,
dt,ymax, tol,ncyc,numcyc,nptcyc,xx)

external derivs,rkqc
real ystart(nvar),xa(300,2),xb(300,2),e(300,2)
logical firstc
integer i,nptcyc,k,ncyc

firstc-. TRUE.

do 40 k-l,ncyc
ymax-O.
do 10 i-l,nptcyc*5

call odeint(ystart,nvar,xl,x2,eps,hl,hmin,nok,

nbad,derivs, rkqc)

xl-x2
x2-x2+dt
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xa( i, )-ystart(1)
xa(i ,2)-ystart(2)

e (1,2)-xa( i, 2) -xb ( i,2)
if(abs(ystart(l)) .St.ymax) yuaax-abs(ystart(1))

10 continue

er-0.

do 60 i-1,nptcyc*5
er-er+e(i,l)*e(i,1)+e(i,2)*e(i,2)
xcx-xa(i, 1)**2+xa(i ,2)**2
xb( i, 1) -xa ( , 1)
xb(i,2)-xa(i,2)

60 continue

if (firstc) then
firstc-. FALSE.

else
if (k.gt.20) xxa-xxa+xx
if (er/xx.1t.tol) goto 70
if (k.eq.ncyc) goto 70
yznax-O.

endif

40 continue
xx-xxa/real (k- 20)

70 numeyc-k
xl-O.
x2-dt
return
end

SUBROUTINE ODEINT(YSTART ,NVAR,X1 ,X2 ,EPS ,Hi ,HMIN,NOK,NBAD, DERIVS ,RK
*QC)
PARAMETER (KMXSTP-200O0,NMAX10,TWO..2.,ZRO.,TINY-..E.30)
COMMON /PATH/ KMAX,KOUNT,DXSAV,XP(200) ,YP(10,200)
EXTERNAL DERIVS ,RKQC
DIMENSION YSTART(NVAR) ,YSCAL(NMAX) PY(NHAX) ,DYDX(NMAX)
x-xl
H-SIGN(H1 ,X2-Xl)
NOK-O
NBAD-0
KOUNT-0
DO 11 I-1,NVAR

Y(I)-YSTART(I)
11 CONTINUE

XSAV-X- DXSAV*TW0
DO 16 NSTP-1,MAXSTP
CALL DERIVS(X,Y, DYDX)
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DO 12 I-1,NVAR
YSCAL(I)-ABS(Y(I) )+ABS(H*DYDX(I) )+TINY

12 CONTINUE
IF(KMAX.GT. O)THEN

IF(ABS(,X-XSAV) .GT.ABS(DXSAV)) THEN
IF(KOUNT. LT.KMAX- 1)THEN

KOUNT-KOUNT+l
XP (KOUNT) -X
DO 13 I-1,NVAR

YP(I ,KOUNT)-Y(I)
13 CONTINUE

XSAV-X
ENDIF

ENDIF
END IF
IF((X+H-X2)*(X+H-Xl) .GT.ZERO) H-X2-X
CALL RICQC(Y,DYDX,NVAR,X,H, EPS ,YSCAL,HDID,HNEXT,DERIVS)
IF(HDID. EQ.H)THEN

NOK-NOK+l
ELSE
NBAD-NBAD+l

ENDIF
IF((X-X2)*(X2-X1) .GE.ZERO)THEN

DO 14 I-1,NVAR
YSTART(I)-Y(I)

14 CONTINUE
IF(KMAX.NE.O)THEN

KOUNT-KOUNT+1
XP (KOUNT)-X
DO 15 I-1,NVAR
YP(I ,KOUNT)-Y(I)

15 CONTINUE
ENDIF
RETURN

END IF
IF(ABS(HNEXT).LT.HHIN) PAUSE 'STEPSIZE SMALLER THAN MIN.'

H-HNEXT
16 CONTINUE

PAUSE 'TOO MANY STEPS..'
RETURN
END

SUBROUTINE RKQC(Y,DYDX,N,X,HTRY,EPS,YSCAL,HDID,HNEXT,DERIVS)
PARAMETER (NMAX-1O, FCOR-.0666666667,

* ONE-i. ,SAFETf-O.9, ERRCON-6 .E-4)
EXTERNAL DERIVS
DIMENSION Y(N) ,DYDX(N) ,YSCAL(N) ,YTEM4P(NMAX) ,YSAV(NMAX) ,DYSAV(NMAX)
PGROW--O.20
PSHRNK--O .25
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XSAV-X
DO 11 I-1,iq
YSAV (I) -Y( I)
DYSAV(I)-DYDX(I)

11 CONTINUE
H-HTRY

1 HH-mO.5*H
CALL R14(YSAV,DYSAV,N,XSAV,HH,YTEKP.DERIVS)
X-XSAV+HH
CALL DERIVSX, YTEMP ,DYDX)
CALL RK4(YTEKP,DYDX,N,X,HH,Y,DERIVS)
X-XSAV+H

CALL RK4(YSAV,DYSAV,N,XSAV,H,YTEMP,DERIVS)
ERRKAX-O.
DO 12 1-1, N
YTEMP(I)-Y(I) -YTEMP(I)
ERRMAXNW(ERRAX,ABS(YTEMP(I)/YSCAL(I)))

12 CONTINUE
ERRKAX-ERRMAX/EPS
IF(ERRMAX.GT.ONE) THEN

H-SAFETY*H* (ERRMAX**PSHRNK)
GOTO 1

ELSE
HDID-H
IF(ERRHAX.GT. ERBCON)THEN

HNEXT-SAFETY*H* (EREMAX**PCROW)
ELSE

HNEXT-4.*
END IF

ENDI F
DO 13 1-1,N
Y(I)-Y(I)+YTEMP(I)*FCOR

13 CONTINUE
RETURN
END

SUBROUTINE RK4(YDYDX,N,X,H,YOUT,DERIVS)
PARAMETER (NMAX-1O)
DIMENSION Y(N) .DYDX(N) ,YOUT(N) ,YT(NMAX) ,DYT(NNAX) ,DYH(NHAX)
HH.H*O. 5
H6-H/6.
XH-X+HH
DO 11 1-1,N
Yr (I) -Y( I) +HH*DYDX (I)

11 CONTINUE
CALL DERIVS(XH,YT,DYT)
DO 12 1-1,N
Yr (I) -Y( I) +HH*DYT (I)

12 CONTINUE
CAL.L DERIVS (XH , Yr.DYM)
DO 13 1-1,N
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iT (I) -Y(I) +H*DYN( I)
DYM(I)-DYT(I)+DYM(I)

13 CONTINUE
CALL DERIVS (X+H,Y'T, DYT)
DO 14 I-1,N
YOUT(I)-Y(I)+H6*(DYDX(I)+DYT(I)+2 .*DYM(I))

14 CONTINUE
RETURN
END
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Listing- 5

program jumap
logical nstate,j type
real ep,Jtol
integer i,nmax,nval
real ystart(2),yp(2),fv(3,1000),xl,x2,dt,pi
comon/blok0l/alpha, delta, ep, xmu, wo, omega, xk
common/path/kmax,kount,dxsav,x(200),y(10,200)

external derivs

* PROGRAM: JUMAP
* DESCRIPTION: PROGRAM TO GENERATE BIFURCATION
* MAP FOR JUMP UP BIFURCATION IN HARDENING
* SYSTEM. MAP WRITTEN TO FILE 'JUMAP.DAT'.
* INPUT IS READ FROM 'MAPRUN.DAT'.
* VARIABLES:
* ALPHA, DELTA, EPS, XMU, WO - SYSTEM
* COEFFICIENTS
* XKST - BEGINNING EXCITATION LEVEL
* DDXK - CHANGE IN EXCITATION LEVEL
* DDOM - MAX FREQ. CHANGE IN RAD/S
* NVAL - NUMBER OF EXCITATION LEVELS
* JTOL - CHANGE IN STEADY STATE AMPLITUDE
* REQUIRED FOR JUMP
* NPTCYC - NUMBER OF POINTS PER CYCLE
* NCYC - NUMBER OF SETS OF 5 CYCLES OF
* INTEGRATION TO COMPARE FOR SS.

open(unit-5,file-'maprun.dat',status-'old')
read(5,*) alpha,delta,ep,xmu,wo
read(5,*) xkst,ddxk
read(5,*) ddom,nval
close(5)

ystart(l)-O.
ystart(2)-O.

pi-2.*acos(O.)
nptcyc-lO
kuax-O
ncyc-lO0
Jtol-l.
wtol-.O01
tol-.3
eps-1. Oe-4
hl-.001
hain-O.0
nvar-2
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xl-O.
nstate-. FALSE.
xk-xkst
ouega-3. 5
kount-O
ddoo-- ddo.
ddxk-- ddxk
dxk-ddxk
dom-ddou
nval-nmal- 1
omega-oimega-4 .*ddorn
nstate-. FALSE.
nuax-nval

* FREQUENCY STEPPING LOOP
* NOTE: FREQUENCY STEPS DOWN FROM INITIAL VALUE OF
* OMEGA AT THE HIGHEST LEVEL OF EXCITATION TO
* THE FIRST JUMP. THE EXCITATION LEVEL IS THEN
* DECREASED

10 omega-omga+don
dt-2*pi/(onega*rea1 (nptcyc))
dxsav-dt
x2-,cl+dt
if((omnga).le.1.) then
doim--(oega-dom-l.)
dow-dom
omega-i.
endif

call sstate(yutart,nvar,xl,x2,eps~hl,hain,
dt,yma=, tol,ncyc ,numcyc,nptcyc,xx)

if(nstate) then
if((xx-xp)/xp.gt. jtol) then
if(abs(ouega-pouega)/ouega Alt. vtol) then

fw(1 ,nval)-xk
fw(3 ,nval)-ponega
nval--nval-l
goto 100

endif
omega-pomega
don-dom/3.
ystart(l)-yp(l)
ystart(2)-yp(2)
goto 10

endif
endif
yp(l)-ystart(l)
yp(2)-yetart(2)
posega-omega
pymax-ypuax
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,cp-xx
nstate-.TRUE.
goto 10

100 ystart(l)-yp(1)
yatart(2)-yp(2)

omega-posega
nkount-1
dt-2*pi /(omega*real(nptcyc))
don-ddoa
Lf(nval.eq.0) goto 2000

* DECREASE EXCITATION LEVEL

101 x2-xl+dt
ik-xk+dxk

call satate(ystartonvar,xl~x2,eps~h1,lmin,
* dt,ymax,tol,ncyc,numcyc,nptcyc,xx)

if((xx-xp)/xp.gt. jtol) THEN
ystart(l)-yp(l)
ystart(2)-yp(2)
if (abs(dxk).1t. .001) then

xk-xk- dxk
omega-omega -ddo./l0.
goto 101

endif
xk-xk- dxk
dxk-dxk/3
nkountmnkount*3
goto 101

endif

Lf(nkount.eq.0) then
pxk-xk
xp-XX
dxk-ddxk
don-ddom
goto 10

endif

yp(l)-yatart(l)
yp(2)-ystart(2)
pxk-xk
xp-xx
nkount--nkount- 1

goto 101
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* WRITE RESULTS TO DISK
* EXCITATION, NULL, JUMP UP FREQ.

2000 continue
open(unit-8,file-'jumap.dat ,status-unknown')

do 2010 i-l,nmax
2010 write(8,*) fw(l,i),fw(3,i)

close(S)

stop
end

* SUB: DERIVS
* GOVERNING DIFFERENTIAL EQUATIONS

subroutine derivs(x,y,yprim)
dimension y(?) ,yprim(2)
common/blokOl/alpha, delta, ep, xmu, wo, omega, xk
yprim(l)-y(2)
yprim(2)--wo*wo*y(t) -2.*ep*xmu*y(2)

-alpha*ep*y(l)*y(1)*y(l) -delta*ep*y(l)*y(1)+
xk*sin(omega*x)

return
end

subroutine sstate(ystart,nvar,xl,x2, eps,hl,hmin,
dt, ymax, tol,ncyc,numcyc,nptcyc,xx)

external derivs, rkqc
real ystart(nvar),xa(300,2),xb(300,2) ,e(300,2)
logical firstc
integer i,nptcyc,k,ncyc
firs tc-. TRUE.

* SUB: SSTATE
* INTEGRATE SYSTEM TO STEADY STATE
* VARIABLES:
* YMAX: MAX DISPLACEMENT IN S.S. CYCLE

* TOL: ACCEPTABLE TOLERANCE FOR S.S. CRITERIA
* NOTE:
* IF S .S. DOES NOT OCCUR IN THE MAXIMUM NUMBER OF
* SETS OF 5 CYCLES, THE AMPLITUDE LEVEL RETURNED FOR
* JUMP DETECTION IS CALCULATED BY AVERAGING THE AMP
* FOR EACH SET OF CYCLES AFTER 20.
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do 40 k-l,ncyc
ymax-O.-
do 10 i-l,nptcyc*5

call odeint(ystart,nvar,xl,x2,eps,hl,hain,nok,
nbad,derivs, rkqc)

xl-x2
x2-x2+dt
xa(i, 1)-ystart(1)
xa(i .2)-yetart(2)

e(i,2)-xa(i,l)-xb(i2')

if(abs(yatart(1)) .gt.ylnax) yiuax-abs(ystart(1))
10 continue

er-0.

do 60 i-l,nptcyc*5

xxc-xa(i, 1)**2+xa(i, 2)**2
xb(1,1) -xa (i, 1)
xb (i,2) -xa (1,2)

60 continue

if (firstc) then
firstc-. FALSE.

else
if (k. gt. 20) xxa-ixa+xx
if (er/xx.lt.tol) goto 70
if (k.eq.ncyc) goco 70
Ymax-O.-

endif

40 continue
xx--xxa/real (k- 20)

70 numcyc-k
xl-O.
x2-dt
return
end

SUBROUTINE ODEINT(YSTART ,NVAR,X1 ,X2, EPS ,H1 ,HNIN ,NOK, NBAD, DERIVS ,RK
*QC)

PARAMETER (t4AXSTP-20000,NMAX-10TJ-2.0,ZERO-0.0,TINY-l.E-30)
COMMON /PATH/ MkNX,KOUNT,DXSAV,XP(200) ,YP(10,200)
EXTERNAL DERIVS ,RKQC

DIMENSION YSTART(NVAR) ,YSCAL(NMAX) ,Y(NNAX) ,DYDX(NNAX)
X-X1
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H-SIGN(H1 ,X2-X1)
NOK-O
NBAD-O
KOUNT-O
DO 11 I-1,NVAR
Y(I)-YSTART(I)

11 CONTINUE
XSAV-X- DXSAV*TWO
DO 16 NSTP-1,MAXSTP
CALL DERIVS(X,Y,DYDX)
DO 12 I-1,NVAR
YSCAL(I)-ABS(Y(I) )+ABS(H*DYDX(I) )+TINY

12 CONTINUE
IF(KKAX. GT.0) THEN

IF(ABS(X-XSAV) .GT.ABS(DXSAV)) THEN
IF(KOUNT. LT .KAX- 1)THEN
KOUNT-KOUNT+1
XP (KOUNT) -X
DO 13 I-1,NVAR

YP(I ,KOUNT)-Y(I)
13 CONTINUE

XSAV-X
END IF

ENDIF
ENDIF
IF((X+H-X2)*(X+H-X1) .GT.ZERO) H-X2-X
CALL RKQC(Y,DYDX,NVAR,X,H, EPS ,YSCAL,HDID,HNEXT,DERIVS)
IF(HDID. EQ.H)THEN

NOK-NOK+1
ELSE

NBAD-NBAD+1
ENDIF
IF((X-X2)*(X2.X1) .GE.ZERO)THEN

DO 14 I-1,NVAR
YSTART (I) -Y( I)

14 CONTINUE
IF(KKAX.NE.O)THEN

KOUNT-KOUNT+1
XP (KOUNT) -X
DO 15 1-1, NVAR

YP(I ,KOUNT)-Y(I)
15 CONTINUE

ENDIF
RETURN

ENDI F
IF(ABS (HNEXT). LTY-RIN) PAUSE 'STEPSIZE SMALLER THAN MIN.'

H-HNEXT
16 CONTINUE

PAUSE 'TOO MANY STEPS..'
RETURN
END
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SUBROUTINE RKQC(Y,DYDXN,XHTRY,EPS ,YSCAL,HDID,HNEXT,DERIVS)
PARAMETER (NMAX-1O, FCOR-.0666666667,

* ONE-i. ,SAFETY-O.9,ERRCON-6.E-4)
EXTERNAL DERIVS
DIMENSION Y(N) ,DYDX(N) ,YSCAL(N) ,YTEMP(NMAX) ,YSAV(NMAX) ,DYSAV(NMAX)
PGROW--O. 20
PSHRNK--O .25
XSAV-X
DO 11 I-1,N
YSAV(I)-Y(I)
DYSAV(I)-DYr I)

11 CONTINUE
H-HTRY

1 HH-O.5*H
CALL RK4(YSAV,DYSAV,N,XSAV,HH,YTEM4P,DERIVS)
X-XSAV+HH
CALL DERIVS(X,Y M1P,DYDX)
CALL RK4(YTEMP,ufDX,N,X,HH,Y,DERIVS)
X-XSAV+H

CALL RK4(YSAV,DYSAV,N,XSAV,H,YTEMPDERIVS)
ERRMAX-O.
DO 12 I-1,N
YTEMP(I)-Y(I) -YTEMP(I)
ERRMAX-HAX(ERRMAX,ABS(YTEMP(I)/YSCAL(I)))

12 CONTINUE
ERRMAX-ERRMAX/EPS
IF(ERRMAX.GT.ONE) THEN
H-cAFETY*H* (ERRMAX**PSHRNK)
G.. i-. 1

ELSE
HDID-H
IF(ERRMAX.GT. - ZRCON)THEN

NqEXT-SAFfli£*H* (ERRMAX**PGROW)

HNEXT-4.*H
ENDIF

ENDI F
DO 13 I-1,N
Y(I)-Y(I)+YTEMP(I)*FCOR

13 CONTINUE
RETURN
END

SUBROUTINE RY !,DYDX,N,X,H,YOUT,DERIVS)
PARAMETER (N -10)
DIMENSION Y( *DYDX(N),IYOUT(N) ,YT(NMAX) ,DYT(NMAX) ,DYM(NMAX)
HH-H*0. 5
H6-H/6.
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XH-X+HH

DO 11 I-1,N
YT (I) -Y(I) +HH*DYDX( I)

11 CONTINUE
CALL DERIVS (XH,Y'T, DYT)
DO 12 I-1,N

iT (I) -Y(I) +HH*DYT (I)
12 CONTINUE

CALL DERIVS (XH ,Y'T,DYM)
DO 13 I-1,N

DYN( I) -DYT (I) +DYN( I)
13 CONTINUE

CALL DERIVS (X+H ,Y'T DYT)
DO 14 I-1,N
YOUT(I)-Y(I).H6*(DYDX(I)+DYT(I)+2.*Y~)

14 CONTINUE
RETURN
END
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Listing-6

PROGRAM STATS
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
CHARACTER*15 FNAME1, FNAME3, FNAME4, FNAME5
DIMENSION SIG(20000), PBIN(1000),VBIN(1000)

* PROGRAM: STATS
* DESCRIPTION: PROGRAM WRITTEN TO GENERATE STATISTICAL
* DATA FOR INPUT TIME SIGNAL. STATISTICS
* INCLUDE THE FIRST FOUR MOMENTS AND PEAK
* DISTRIBUTION DATA.
* VARIABLES:
* NPTS - NUMBER OF TIME POINT'- TO READ
* NBIN - NUMBER OF AMPLITUDE BINS FOR PEAK
* DATA
* AMAX - MAXIMUM SIGNAL AMPLITUDE
* AMIN - MINIMUM SIGNAL AMPLITUDE
* FNAKE# - NAMES OF FILES USED AS LISTED
* BELOW

* FNAME1, FNAME3,FNAME4, FNAME5 -
* FILENAMES ARE FOR, RESPECTIVELY,
* INPUT TIME SERIES, PEAK BIN DATA, -'VE PEAK BIN DATA
* AND STATISTICAL DATA

OPEN(UNIT-15,FILE-' STATRUN. DAT',STATUS-'OLD')
READ(15,*) FNAME1
READ(15 ,*) FNAME3 ,FNAME4,FNAME5
READ(15,*) NPTS
READ(15,*) NBIN,AMAX,AMIN
CLOSE(15)

OPEN (UNIT-15, FILE-FNAMEI, STATUS-' OLD')
read(15,*) fs
DO 1010 I-1,NPTS
READ(15,*) sig(I)

1010 continue

DT-1./fs

CALL MOMENT(SIG,NPTS ,AVE,ADEV, SDEV,VAR, SKEW, CURT,
PBIN,VBIN,NBIN,AMAX,AMIN,SM)

OPEN(UNIT-15,FILE-FNAME3,STATUS-'UNKNOWN')

BW-(AMAX-AMIN)/DBLE(NBIN)

DO 1030 I-,NBIN
amp-(amin+dble( i-1)*bw)/sdev
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p-(anxp/sdev)*exp( -amp*amp/2)
if (amp.le.O.) p-O
WRITE(15,*) amp,PBIN(I)/bw,p
write(*,*) i

1030 continue
CLOSE (15)

OPEN(UNIT-15, FILE-FNAME4,STATUS-'UNKNOWN')

DO 1040 I-1,NBIN
amp-(amin+dble ( i- )*bw)/sdev
p-- (amp/sdev)*exp( -amp*amp/2)
if (amp.GE.0.) p-0
if (amp .10. 1. .and.
* amp .ge. -3.) then

WRITE(15,*) aup,VBIN(I)/bw,p
endif

1040 continue
CLOSE (15)

OPEN(UNIT-15, FILE-FNAHE5 ,STATUS-'UNKNOWN')

WRITE(15,*) 'AyE-' ,AVE
WRITE(15,*) ADEV-' ,ADEV
WRITE(15,*) 'MS-' ,SH
WRITE(15,*) 'SDEV-' ,SDEV
WRITE(15,*) 'VAR--,VAR
WRITE(15,*) 'SKEW-',SKEW
WRITE(15,*) 'KURTOSIS-' ,CURT

CLOSE( 15)

STOP
END

SUBROUTINE HOMENT(DATA,N,AVE,ADEV,SDEV,VAR,SKEW,CURT,
* PBIN,VBIN,NBIN,AHAX,AMIN, SN)
implicit double precision (a-h,o-z)
DIMENSION DATA(*) ,PBIN(*) ,VBIN(*)

IF(N.LE.1)PAUSE 'N must be at least 2'
S-0.
DO 11 J-1,N

S-S+DATA(J)
11 CONTINUE

AVE-S/N
ADEV-O.
VAR-O.
SKEW-O.
CURT-O.
BINW-(AMAX-AMIN) /DBLE(NBIN)
DO 12 J-1,N
SM-SM+DATA (J )*DATA (J)
S-DATA(J) -AVE
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ADEV-ADEV+ABS (S)
P-S*S
VAR-VAR+P
P-P*s
SKEW-SKEW+P
P-P*S
CURT-CURT+P
IF(J.GT.1 .AND. J.LT.N) THEN
IF(DATA(J) .GT. DATA(J-1) .AND. DATA(J) .GT.
DATA(J+1)) THEN
I-INT( (DATA(J) -ANIN)/BINW)
np-np+1
IF( I.GT.NBIN .OR. I.LE. 0) THEN
CONTINUE

ELSE
PBIN(I)-PBIN(I)+l

ENDIF
END IF
IF(DATA(J) .LT. DATA(J-1) .AND. DATA(J) .LT.
DATA(J+1)) THEN
I-INT( (DATA(J) -AKIN) /BINW)
nri-nn+l
IF(I.GT.NBIN .OR. I .LE. 0) THEN
CONTINUE
ELSE
VBIN(I)-VBIN(I)+l
END IF
END IF
END IF

12 CONTINUE
ADEV-ADE V/N
SK-SH/N
VAR-VAR/ (N-i)
SDEV-SQRT(VAR)
IF(VAR.NE.O. )THEN

SKY.'J-SKEW/(N*SDEV**3)
CURT-CURT/ (N*VAR**2).

ELSE
PAUSE 'no skew or kurtosis when zero variance'

ENDI F
DO 13 J-1,NBIN
XX1-XX1+PBIN (J)
PBIN(J )-PBIN(J )/DBLE(Np)
VBIN(J )-VBIN(J )/DBLE(Nn)

13 CONTINUE
RETURN
END
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Listing- 7

program hpdamp
character*15 fuame
real s(1024) ,w(1024)

* PROGRAM: HPDAMP
* DESCRIPTION: PROGRAM TO GENERATE DAMPING

* COEFFICIENT VALUES FROM THE MAGNITUDE
* TRANSFER FUNCTION. THE PROGRAM
* IS SELF-PROMPTING.

* VARIABLES:
* FNAME -FILE NAME OF AMP XFER FUNCTION
* NPTS -NUMBER OF FREQ POINTS IN FNAME

write(*,*) 'enter file:,
read(*,*) fname
write(*,*) 'enter npts:'
read(*,*) npts

open(unit-8 ,fiefn ,status-' old')

do 5 i-l,upts
5 read(8,*) w(i),s(i)

* Find maximum value
do 10 i-l,upts
if(s(i).gt.sp) then
sp-s(i)
imax-i
endif

10 continue

* Find lower freq boundary
sp-sp*. 707
do 20 i-l,imax
if(s(i).le.sp .and. s(i+l).gt.sp) then
vl-w(i)+((sp-s(i))/(s(i+l) -s(i)))*(w(i+l) -w(i))
write(*,*) v(i) ,w(i+l)
goto 21
end if

20 continue
21 continue

* Find upper freq boundary
do 30 i-upts,imax,-l
if(s(i).gt.sp and. s(i+l).le.sp) then
write(*,*) v(i),w(i+l)

goto 31
eudif
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30 continue

31 continue

write(*,*) 'damp-' ,((w2-wl)/(w2+wl))

Stop

end
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The In-Situ Deposition of High Temperature Superconducting Thin
Film By Laser Ablation Method

by
Donald D. W. Chung

ABISRA.I

Laser deposition of high Tc YBa2Cu3O7-x thin film on SrTiO3 was
successfully accomplished using the in-situ processing method. The
as-deposited films without an additional plasma source were
superconducting with a complete diamagnetism and zero resistance
upto 89K. X-ray diffraction analyses showed that all the films were
highly oriented with the c-axis perpendicular to their surface. The
most of the films processed under the current deposition condition
have yielded a good physical properties which may be suitable for a
certain electronic application.
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I. Introduction

High temperature superconducting ceramic (HTSC) thin films
with high critical current densities and good microstructures have
been fabricated in the YBaCaO system using a variety of deposition
techniques, including vacuum evaporation with either a barium or a
barium fluoride source, metal-organic chemical vapor deposition
(MOCVD) , molecular beam epitaxy (MBE) , multi-source sputtering
single-source off-axis sputtering , laser ablation , and variations on
these processes. Laser ablation and off-axis sputtering have
produced the best YBaCuO films which have transition temperatures
near 90K and critical current densities of over lx1OA6 at 77K. These
properties open the door to a multitude of applications . Which may
include , in the near term, passive elements such as integrated circuit
interconnections and strip lines, high frequency antennas, and
microwave filters. In the future, active devices may become
available for superconducting electronic circuits, when reliable
processes are developed for building junctions and gates.

Some applications, for example infrared detectors probably will
not require materials with a high current density; they will most
likely be limited by reliable reproducibility of the materials with the
optimum microstructure and transition temperatures. Infrared
detectors based upon the bolometer-concept are considered a near
term application of the HTSC material because of the high sensitivity
compared to other bolometric materials with operating temperatures
near or above 77K. The relative ease with which it should be
possible to produce the materials over large areas and in arrays.
Detectors based upon a non-equilbruim or pair-breaking response
offer the potential for much faster and possibly more sensitive
devices , but the material requirements appear to be for more
demanding. Performance optimization will require a better
understanding of the detection mechanisms which is currently the
object of vigorous research. Superconducting thin film processes and
control programs are particularly interested in space applications for
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detectors and sensor devices in the Materials Laboratory of MLPO of
the USAF. A number of sensor devices have been demonstrated with
HTSC thin films; namely, superconducting quantum interference
devices (squids), tunnel junction, and a fast nonlinear switch for
noise discrimination in digital circuits. Special attentions directed to
the optical and infrared detection using these new materials.

This report consists of results from YBCO films with a range of
properties processed in-situ on strontium titnate substrate, using
laser ablation for deposition. Electrical and magnetic measurements
are compared with microstructural and surface morphology data.
The film properties have been found to depend strongly on growth
parameters, such as laser intensity, substrate temperature and the
pressure of background oxygen gas during the deposition as well as
oxygen pressure during cool-down.

II. Objectives:

The thin film processes of HTSC YBCO compound can be divided
into what require a high temperature annealing subsequent to
deposition, and what require no further annealing, or low
temperature annealing in oxygen to achieve optimum
superconductivity. Low temperature deposition techniques which do
not require further annealing are, by far, the most promising
technique for producing films for applications because a better film
morphology is obtained. The pulsed laser deposition is one of the
most successful methods of achieving low temperature films in which
it is capable of processing very smooth films with high transition
temperature and critical current densities. The investigation is called
for in this process in order for these to be a definite evaluation of the
technique with respect to applicability of the grown film properties
as practical device materials.

During my 1989 SFRP several film processing data was
generated and collected. The important deposition conditions were
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determined since the film processing data could not be analyzed in

time. Research in this project resumed at San Jose State University

under the sponsorship of the AFOSR mini grant. The significant

processing conditions had been established at WPAFB. Preparation

of HTSC thin films are now routinely preformed. This research work
was to continue to study and determine the process and the

properties for depositing high quality HTSC films and assess

parameters of the laser deposition conditions for optimum properties

which would be required for suitable device structure applications

such as electronic detectors and sensor materials.

Ill.

High quality thin YBCO film has been produced by laser

ablation technique. A good orientation of these films, a minimization

of the grain Ioundar, s, and the prevention of interdiffusion are
important points in order to achieve high critical current densities.
All of the above is easier to obtain with an in-situ growth process, as

has recently been demonstrated by several research groups.

Superconducting films were grown mainly on SrTiO3 substrate

by using an ArF eximer laser, with a wavelength of 193 nm and a

pulse duration of 15 ns (Lumonics Hyper Ex-400 ) operating at a
repetition rate of 20 Hz. Film growths were carried out at several

different temperatures between -00 C - 800 C in oxygen, at a

pressure of 100 mTorr - 200 m.'orr. Deposition required 30 min.
The deposition rates were between 0.2-0.4 nm/sec, and the

resultant film thickness ranged from 0.5 - 1.0 um as neared with a

stylus profilometer. Immediately after deposition the g,owth
chamber was backfilled with oxygen to a final pressure of 1 atm.

and the substrar was cooled to room temperature in 30 min - 90

min.

To determine the desired film processes we first investigated

the film properties as a function of several deposition parameters,
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such as the substrate distance. The film properties were then
evaluated by A.C. magnetic susceptibly measurement and x-ray
diffraction analysis.

Changes in the oxygen pressure and/or the substrate
temperature during growth strongly affected the resulting film
properties, which include their microstructures as well as their

electrical and magnetic performance. Three films, named A, B, and C
have been selected from different growth runs to illustrate the
variations in properties that result form changes in the processing
parameters. The major difference among the films are their critical
currents an functions of temperature, the widths of their transition
regions, and their microstructures. Films A and B have high critical

currents relative to film C as well as sharper transitions and more
uniform microstructures. The transition temperatures of the films do
not vary widely indicating that their phase compositions are
probably similar and therefor that their microstructures, i.e.
granularity and orientation, are primary responsible for the
measured difference in properties. The qualitative definition "best"
in describing film properties is dependent upon the applications for
which the material is intended. For example, film A with the highest
critical current density,Jc , is best for transmission lines, but another
of the films may be best for bolometric detectors in which the
broader the transition region relaxes temperature control
requirements at the expense of somewhat reduced sensitivity. For

non-equilibruim radiation detection, agreement has not been reached

on optimum material properties. In all cases, however, devices
performance is material limited which necessitates extensive
characterization combined with controlled processing so the material
properties can be accurately defined and then custom designed for

their use.

The principal tools used for characterizing the materials are
A.C. susceptibility and electrical transport, both as functions of
temperature, which give information on the current carrying
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capacity of the film as ell as the transition temperature and width.
X-ray diffraction which established the crystallographic orientation,
and scanning electron microscope (SEM) which reveals the surface
morphology and in some cases the granularity. Both x-ray and A.C.
susceptibility will indicate other phases if they are present in
quantities over a few percent, but none were observed in the films
described below. The susceptibility and transport analysis are quite
different experiments, but the results are complementary. For
example, information about the current carrying capacity of the films
can be obtained form both analyses and therefor they are used to
corroborate each other. The susceptibility gives and indication of
how the films perform over their surface areas while the transport
measurement can be quite localized depending on how the film has
been patterned and contacted. For example, if the film's properties
vary over the surface, a temperature scan of the susceptibility will
generally show structure that is not present in the data from uniform
films, such as those shown in Figure 1. Figure 1 (a) through 1(e) are
plots of the diamagnetism ( real part of the complex magnetic
susceptibility ) for five different films, over the temperature range of
4 to OOK. Each figure contains a family of curves which result form
using a.c. probe fields of different magnitudes from 0.02 to 3.6 Oe

When the diamagnetic susceptibility equals -1 , the film fully shields

the probe field at that temperature, but when it has a value between

0 and -1 the film cannot sustain a sufficiently large current to shield

against 'h' and the film is driven toward the normal state. Thus the

spreading of the curves as a function of a.c. field arises out of the

inability of the films to carry the current required for full shielding
of higher a.c. fields and is thus inversely related to transport critical
current density, Jc. The curves from sample A in Figure 1 (a) show
less separation that do the curves for sample B which in turn show

less separation than sample C ci -,es. This indicates that sample A
can carry larger currents at higher temperatures than samples B or C.
This qualitative observation is verified by the plots in Figure 2

obtained from transport measurements of critical current densities

as a function of temperature, for the above samples. These Jc(T) data

84-8



*2 4U0 IO

44 4*
7 34 3:41L 4A * 6

(a FmA (b) FLU B

inMT gs Owt m i m mI

-I*

43 I 60 436 0

Call

S1 :: If It
101

4.5 4.5: It

• *1 ai - I '

64

(C) IM CD o4 (d FL O 0

0 On

TOWAJ IK T

14.45
4.5

8

Tigure 1. Diamagnetic susceptibility as & function of
temperature for seven values of ac field, h, for film A
through E.

84-9



in figure 2 were obtained by using standard d.c. 4-point probe
equipment to monitor the voltage drop across the sample as the
current was increased the critical current is defined as the current at
which luV/cm is measured between the probes. This criterion is
arbitrary, but is commonly used for Jc measurements and gives data
that is valuable for comparing different materials. We could not
determine Jc for films with high current density at low temperatures,
where it exceeded the limit of our measuring equipment. The
present limiting factor is the geometry of the sp-cimen which is a
strip about 0.5 mm wide. The transition temp, cure, Tc, for each
film may be estimated from fig''-e 1 as the tc nerature at the
maximum slope, using the lowes. a.c. field. T' Tc values obtained
form the more conventional transport measurt .nts where Tc is
defined using a small current, as the temperature at which the
resistance goes to zero. Likewise, transition widths determ ;ed from
susceptibilit- and resistance measurements produce similar values.
The principal advantage of using susceptibility rather than resistance
measurements for initial evaluation are that it is a measurement
completely iondestructive since no contacting is required, it gives
rapia turn-around and one temperature scan produce a complete
matrix of data over the full temperatur range for up to 20 different
a.c. magnt :c probe fields. For this reascn , a.c. magnetic
susceptibility is employed to evaluate all of the as-grown film
materials, and the results are ,sed to determine what additional

experime ts, if any, should be performed. It also furnishes quick
feedback for defining the optimum processing parameters. A
temperatv-e scan of the susceptibility simultaneously produces a
matrix ot data from the ac loss ( imaginary part of magnetic
susceptib,.,ty) in the sample as shown in figure 3(a) and 3(b). As
with the diamagnetism, the separate curve result from applying

different magnitudes of the ac probe fields, the amovnt of separation
between loss peaks for different fields again gives ai. indication oi
the current-carrying capability of the film. These loss data can also
be used more quantitatively since the magnitudes of the magnetic
field, h, producing each loss peak is proportional to the critical
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current densities at the peak temperature, Tm. therefore, plotting
has a function of Tm yield the temperature dependence of critical
current density, Jc. This curve is used to determine the critical
temperature, Tc, at which Jc=0 by extrapolating the data to zero, h.
Choosing the square root or some other dependence does not affect
the value of Tc but it aid in obtaining an accurate extrapolation.
Using ac loss data to obtain Tc at Jc=0, and the temperature
dependence of Jc, removes the arbitrariness that is inherent in
defining Tc as the temperature at which the resistance equals zero
and defining Jc(T) values using a voltage criterion, since both of these
definitions are dependent, to some degree, upon the experimental
setup.

X-ray diffraction was used to determine the crystallographic
orientation of the films. No phases other than YBa2Cu3O7-x were
observed in any of the films. The x-ray data for the first four films
with high Jc values show strong peaks of (001) reflections indicationg
a preferential orientation of the c-axis perpendicular to the surface
of the film. Also observed, except for sample A, are weak peaks of
non-c-axis reflections which may be due to the presence of small

:inority domains with their c-axis parallel to the sustrate. The x-ray
data from B & C show several minor diffraction peaks that
correspond to a low degree of perpendicular c-axis orientation with
respect to the substrate surface. In contrast, films D and E show
several major diffraction peaks that correspon to non-c-axis planes.

Scanning electron microscopy was used to examine the film
surface microstructure. Films with high Jc have relatively smooth
and continuous surfaces with no visible granular features. Thay also
contain surface features which appear to be inclusions about I um in
diameter. Film E consists of small (-0.5 um diameter) irregularly
shaped grains, whereas film D consists of "basket weave" patterns.
Neither of these films appear to have good intergranular
conductivity, an observation that correlates with the low critical
current densities observed for these films.
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In conclusion, we have succeeded and analyzed for preparing

epitaxial YBCO films with high critical temperature and current

densities by laser ablation in an easily reproducible one stop process.
No additional oxygen plasma source was used for the in-situ

crystalline growth of high quality superconducting thin films.

IV. RECOMMENDATIONS:

The in-situ deposition of high critical temperature
superconducting films (YBa2Cu3O7-x) on SrTiO3 (100) substrate by
an ArF excimer laser have been sussessfully accomplished without

additional system modification. However, the evaluation of data

showed a room for improvement in the future deposition condition

by implementing the existing system modification in th following
areas:

a. The actual substrate temperature measurement must be

established by installing a new substrate holder stage which may be
rotated during deposition.

b. The laser power and pulse rate during deposition must be
optimized.

c. The experimental condition for low temperature deposition
must be established for device applications.

d. The oxygen content of the film after the depositon and

cooling process must be monitored in junction with the film property

change.

e. The high dielectric constant and loss tangent of SrTiO3
substrate would limit its practical utility, particulerly in high

frquency microelectronic applications. Some other types of substrates

such as LaAlO3, LaGaO3, NdGaO3 which have good dielectric
constants at high frequencies must be established for laser

deposition processes.
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Self-Inmprvin Process Control for Molecular Beam Epitaxy of

Ternary Alloy Materials on GaAs and InPh Substrates

by

Kenneth R. Currie

ABSTRA~r

This report discusses research conducted in the development of neural networks

for self-improving process control as applied to the rapid characterization of growing

materials using a Molecular Beam Epitaxy process. Due to the sensitive nature of the

research in Molecular Beam Epitaxy, data was very difficult to obtain. After reviewing a

partial set of data from the Naval Research Laboratories in Washington, D.C., several

conclusions were drawn about the structure of the data, the structure of the neural

networks, and the future directions necessary to advance the field of self-improving

process control.
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I. INTRODUCTION:

Molecular Beam Epitaxy (MBE) is a state of the art technique for growing thin film

epitaxial layers for semiconductor devices in the microwave/digital and opto-electronic

areas. Several optical and microwave devices have already found specific military

applications. The MBE process is a very complex and unique process for growing

epitaxial layers that conventional processes are unable to produce.

MBE utilizes advances in vacuum technology to create an implosion of a vaporous

compound upon a rotating substrate at the molecular level. The result is a high degree of

control of film thickness and surface morphology between layers. Another advantage of

MBE is the capability of making surface and beam analyses, if not directly then indirectly,

while the growth is in process. However, there are stumbling blocks to the widespread use

of MBE as a production tool such as contamination and lack of precise process control,

resulting in low yields. Typically, the empirical characterization of the process takes

several months to produce a single, new material type that achieves the desired optical,

electrical, and molecular properties.

The Materials Laboratory of the Wright Research Development Center at Wright-Patterson

Air Force Base is interested in several facets of the MBE process. Research is being

conducted in device type characteristics, computer modeling of the atomic interactions,

control of process related variables, and an intelligent model to aid in the rapid

characterization of operating parameters for new materials. The latter research area is the

focus of this report.

In the growth of new materials and variants of existing materials using MBE, the

knowledge base of processing information is unknown. Even materials for which a
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significant body of processing knowledge exists, the dynamics of the process as it matures

and the significant variation from MBE machine to MBE machine makes it difficult to

predict processing recipes. Self-improving process control performs the function of tuning

the relationship between the product and process. The goal of self-improving control

systems is to both accelerate the discovery of knowledge regarding new materials and/or

processes and assist in the incremental and contingent improvement of known materials

and/or processes.

II. OBJECTIVES OF THE RESEARCH EFFORT:

As stated in the introduction, the empirical characterization of the MBE process takes

several months to produce a single, new material type that achieves the desired optical,

electrical, and molecular properties. The interaction of several of the process variables

along with a non-linear input/output relationship make this a non-trivial task.

Discovering new and changing knowledge about the input/output relationships between

process and product variables is a classic example of a pattern recognition problem. In his

book on adaptive pattern recognition, Pao [ 1] classifies the subject of pattern recognition

into two basic methods. The first method is to classify multivariate patterns as a member of

a specific class of patterns. The second method is to estimate output attribute values giver

a particular mapping of an input pattern. The objective of this project is to establish a

Neural Network Interface (NNI) to serve as the basis for adaptively recognizing the pattern

relationships between processing recipes and product characterization. The structure of the

NNI incorporates both class membership and attribute estimation to self-improve the

process. Using an auto-associative (or unsupervised learning) network the NNI will select

historical product/process relationships from an historical MBE database, which are similar

to a new set of desired product parameters. Next, operating on the small group of patterns

85-5



identified from the auto-associative network, a hetero-associative (or supervised learning)

network will predict a recipe of process parameters given a desired set of product

parameters.

As a secondary objective, the establishment of a historical database of MBE processing

runs and characterization results was to be completed. This task proved to be the most

difficult to accomplish due to the sensitivity of acquiring data and the lack of contacts with a

significant production history containing characterization results. The resulting data that

was collected is only a partial data set supplied by the Naval Research Laboratories in

Washington D.C. by Dr. Scott Katzer. The incompleteness of the da:abase made it difficult

to validate the results of the NNI, however several results and conclusions about the

validity of the proposed objectives were drawn from the data that was available.

III. DATA ANALYSIS:

An example of the data supplied by the Naval Research Laboratories is shown in Figures 1

and 2. The first page (Figure 1) contains information about the growth conditions and

processing recipe. The second page (Figure 2) is a summary of product characterization

tests. Approximately 200 MBE growths were supplied with some level of completeness

for information contained on the first page. Only five (5) runs were supplied with complete

information about both processing and product characterization. It was decided to use 25

of the most recent MBE runs (of which the 5 runs with complete data were contained

within) as a sample data set to validate the concept of the NNI. Where product

characterization results were missing, pseudo-random values were inserted based on a

random fluctuation of what was expected.
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Figure I - Growth Data for MBE System

Date 11/08/90

Run Number 615
Structure Undoped A1GaAs x =0.3
Date Grown 10/29/90
Substrate C Quarter 3" SI GaAs (Sumitomo)
Mount # 5

Desorb Temp Desorb Temp Time to
(Thermocouple) 980.0°C (Pyrometer) : 634.00C Desorb : 4.0 min

Ga Temp : 980.00C Ga Beam Pressure : .00000112 mbar
As-I Temp : 100.0 0C As-I Beam Pressure : .00000000 mbar
As-2 Temp : 314.0°C As-2 Beam Pressure : .00001210 mbar
Al Temp : 1130.0°C Al Beam Pressure : .00000027 mbar
In Temp : 100.0°C In Beam Pressure : .00000000 mbar
Si-I Temp : 100.00 C Ion Gauge Current : 10.0 mA
Si-2 Temp : 100.0 0C V/Ill BEP Ratio : 8.69
Be Temp : 25.0°C Pressure During Run : .00000280 mbar

Substrate Substrate
Temp(Therm.) : 900.0° C Temp(Pyrom.) : 695.00C

Growth Time : 3.6 hours

Operators Requestors

Recipe : GaAs / undoped / substrate temp 820(therm), 610(pyrom)
/0.5 gm /30 min; Interrupt and ramp substrate to 900(therm)
,60 sec; AlGaAs /undoped /900(therm), 695(pyrom) / 3 gim
/3 hours; GaAs / undoped /800(therm) / 5 min.

Comments
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Figure 2 - Measurement Data for MBE System

Date : 11/08/90

Run Number : 615
Surface
Morphology : Smooth surface with tiny round defects visible at 400

Cleave & Stain Expected
Thickness 3.90 prm Thickness : 4.11 Ipm

300 K Hall Mobility : 2900 cnI2/V/s
300 K Hall Sheet Density : 2.57 E+1 1 cm "2

300 K Hall Vol. Density : 6.59 E+14 cm3

300 KType : N

77 K Hall Mobility : 9564 cm2 NV/s
77 K Hall Sheet Density : 2.04 E+I 1 cm "2

77 K Hall Vol. Density : 5.24 E+14 cm 3

77 K Type : N

Hall Sample Size 6.4 x 6.4

PL X Value

PX X Value : .270 Expected X Value : .300

Superlattice Period Expected Period : .300

Comments
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The materials grown in the 25 runs used were either GaAs or AlGaAs on GaAs substrates.

All 25 runs were conducted on the same VG system with a rotation rate of 20 rpm. The

time necessary to complete the 25 runs spanned a period of approximately 3 1/2 months

(other runs not included in the 25 sample runs were also interspersed in that time period).

Since very little product characterization data was available, composition, surface quality,

crystalline quality, and layer thickness were randomly input about the expected values and

also as a function of the comments documented about the condition of the run and the

materials grown.

IV. NEURAL NETWORK INTERFACE

The platform used for developing the NNI is a product developed by AIWARE called N-

Net Ex. The structure of the NNI as developed in this project is displayed in Figure 3.

The data was installed into N-Net Ex using the User Interface which develops the database

structure for representing the data and also for defining the structure of the system of neural

networks for self-improving. Each MBE growth is referred to as a pattern and the

corresponding process variables are treated as inputs and the product characterization

variables are referred to as outputs.

The NNI first decomposes the database into small clusters in order to minimize the amount

of variation from pattern to pattern within clusters, thus making the neural networks more

efficient in training and in consulting. The clusters are formed using what is referred to as

an unsupervised network, but is nothing more than a Euclidean Minimum Distance

Classifier. Euclidean distances are not always the best measure to use especially when

there is a problem of scaling among the variables and when there are different variable

types (i.e. ordinal, binary, nominal, and interval variable types). As a result, some of the

clusters were improperly formed and there existed a large amount of within cluster variation
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Figure 3 - Neural Net' y ork Interface
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with respect to key variables. It is proposed that a supplementary clustering routine be

developed using fuzzy clustering or some other type of auto-associative neural network that

will incorporate the following characteristics: 1) Weighting of input variables based on an

a priori assessment of the necessity of decreasing variation within clusters for a given

variable, 2) Using a unitized metric that compensates for the variation in a particular

variable such as the Mehalanobis distance instead of the Euclidean distance, 3) Some

method which is sensitive to the different variable types. Regardless of the deficiencies of

the clustering algorithm in N-NET, the use of clustering as a filter of the database proved to

be very useful. Training as well as consulting the network was significantly quicker when

using the clustered data as compared to using the entire database. Since there was not

characterization data available the only measure of predictability is comparing the results of

consulting using clustered data versus the entire dataset under identical conditions (e.g. the

same consulting pattern and network structure). For two different patterns there was

significant variations between clustered data and all data used for training. Variations

ranged anywhere from 7% to 94%. Intuitively, if in-class variation is reduced over a

particular set of patterns, the reliability in predicting attribute values should be increased.

Once the database is decomposed into clusters of similar patterns each cluster is used as a

training data set for a supervised learning neural network. Two particular neural network

architectures have provided a measure of success in identifying attribute estimates from a

given input pattern; the backward propagation net [2] and the functional link net [3]

(Figure 4(a) and 4(b) respectively). Both networks use a delta learning rule, however the

back propagation network has a hidden layer thus requiring the use of the generalized delta

rule. The functional link requires a functional enhancement of the inputs that helps to

identify the proper dimension in which to map the inputs onto the output space. The back

propagation allows the hidden layer to search over all combinations of the input nodes in

which to find a satisfactory dimension in which to map the input space onto the output
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space. By a priori inserting a functional enhancement the time necessary to train the model

is significantly reduced since the functional link net is not preoccupied with finding the

appropriate dimensional structure.

There are two types of functional enhancements used in N-NET Ex; 1) Joint Activation

(JA) and, 2) Functional Expansion (FE). JA is merely the addition of input nodes to

represent natural input interactions. A second order JA enhancement represents all two-

way interactions of the natural variables (X1"X2, XI'X 3, ... X1 Xn). Each subsequent

order JA adds the next order interactions between the natural variables. FE is defined by

adding the sine and cosine expansion of the input features. The nth order FE is represented

by the following enhanced terms; sin(xX1), cos(QXI), sin(XX 2), cos(CX 2), ... ,

sin(2xXI), cos(2xXI), sin(2XX2), cos(2xX2), ... , sin(nxXI), cos(ngX1), sin(nxX2),

cos(nxX2 ),etc. In addition, JA and FE may be used in conjunction with one another to

create hybrid functional enhanced terms. The difficulty in assigning functional

enhancements is to avoid adding correlatr inputs resulting in sometimes spurious results

when consulting the network. A similar problem occurs when using the back propagation

network in knowing how many nodes to place in the hidden layer.

V. RESULTS

Five (5) different network architectures were used and all trained successfully indicating

that they were capable of mapping the input to output space for all patterns in the training

set within a specified minimum error. The five architectures are as follows:

1) FE(order 2)

2) JA(order 2)

3) Back Propagation '10 nodes in the hidden layer)

4) JA(order 2)'FE(order 2)
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5) JA(order 2)-FE(order 3)

Once again, due to the lack of sufficient characterization data very little could be

quantitatively concluded from the analysis of these five architectures. There was a

significant amount of variation among the five structures when consulting was attempted.

Before proceeding it should be noted that although all five network structures were trained

successfully, there are an infinite number of ways to map the input to output space such

that a specified minimum error is achieved. The more data available and the less variation

in the data, the less inconsistencies will exist when consulting. The data supplied in

training these five networks is sparse (25 patterns) and highly variable (characterization

data randomly generated), thus there was a significant amount of inconsistency in the

consulting response. Two particular patterns were used for consulting, and were not

included in the 25 patterns used to train the networks. The values predicted for the four

output characteristics (Layer Thickness, Crystalline Quality, Surface Interface, and

Composition) over the five network structures are given as an example in Table 1. A mean

and standard deviation of the predicted values over the five network structures was

calculated and the absolute average number of standard deviations from the mean is

reported in the last four rows of Table 1. From inspecting Table 1 it appears that the

JA(2)*FE(2) performed best in terms of coming closest to the mean value for all four

output characteristics. For two of the characteristics (Layer Thickness and Surface

Interface), JA(2)*FE(2) was the closest to the mean, and it never performed worse than

one standard deviation from the mean on average. The key issue in this analysis is to

highlight the significant variations in consulting outputs for various network architectures.

Future research is needed to identify methodologies to reconcile these variations so as to

improve consulting performance when insufficient data is available.
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VI. RECOMMENDATIONS

As avenues for collection of additional, complete, data are made available analyses will be

conducted to address the following issues highlighted in this report:

1) What is the tradeoff in clustering the database into similar groups of patterns

thus eliminating variability, and decomposing the data through clustering till

not enough patterns are available to accurately predict attribute values?

2) How few patterns are enough to accomplish desired goals in prediction of

attribute values, and are there robust means to improve predictability?

3) Will the addition of fuzzy clustering or other statistical methods of clustering

improve the ability to predict accurately.

At the writing of this report additional data is being collected to address these and other

issues. If additional information is requested the author will gladly provide the requestor

with a summary of the most recent results.

85-16



RENCS

[11 Pao, Yoh-Han, Adaptive Pattern Recognition and Neural Networks Addison-

Wesley Publishing Co., Inc., Reading, MA, 1989.

[2] Rummelhart, D. E., G. E. Hinton, and R. J. Williams, "Learning Internal

Representations by Error Propagation" in D. E. Rumelhart and J. L. McClelland

(Eds.), Parallel Distributed Processing: Explorations in the Microstructures of

Cognition. Vol. 1: Foundations, MIT Press, Cambridge, MA, 1986, pp. 318-

362.

[31 Pao, Yoh-Han, "Functional Link Nets: Removing Hidden Layers", Al Expert,

April, 1989, pp. 60-68.

85-17



1989-90 AFOSR-RIP Program

sponsored by the
AIR FORCE OFFICE OF SCIENTIFIC RESEARCH

conducted by
Universal Energy Systems, Inc.

FINAL REPORT

DETECTION OF FATIGUE CRACK INITIATION USING SURFACE ACOUSTIC WAVES

by

Michael T. Resch, Ph.D.

Assistant Professor
Department of Engineering Mechanics

University of Nebraska-Lincoln
212 Bancroft Hall

Lincoln, NE 68588-0347

Starting Date: 1/1/90
Completion Date: 12/31/90

Amount $19,979.00
Contract No. F49620-88-C-0053/SB5881-0378

Purchase Order No. S-210-1OMG- 120

Report Submitted. 7/1/91

Michael T. Resch, Ph.D.
Principal Investigator

(402) 472-2354



ABSTRACT

A surface acoustic wave nondestructive evaluation technique was used to detect the natural

initiation of surface microcracks in highly stressed regions of alloy 2024 T6 aluminum during fatigue

cycling. The experimental procedure involved excitation of Rayleigh waves on the surface of each

specimen and observation of the presence of a specular reflection from the nucleating crack

superimposed on nonspecular reflections from microstructural features surrounding the flaw.

Contacting wedge transducers were used to excite the incident waves and to detect the reflected wave

signals. An improved ultrasonic scattering model was developed for predicting the relationship

between the amplitude of the ultrasonic echo from the crack and the crack dimensions for the case

when the crack depth is much smaller than the ultrasonic wavelength. The effectiveness of a split

spectrum processing algorithm to improve the minimum detectable crack size of isolated cracks in the

scattering field was demonstrated. Additionally, measurements of crack opening behavior were

performed both ultrasonically anJ with the laser interference displacement gage. Initial results

indicate that ultrasonic measurements of crack opening are in many cases more sensitive to the

existence of traction forces on adjacent crack faces during intermediate values of applied force than

is the laser interferometric technique used alone.
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1. Introduction

In studies of the initiation and growth behavior of fatigue microcracks it is of paramount

importance to detect the existence of the cracks as early as possible during fatigue cycling. A number

of experimental techniques have already proved useful to this end such as direct observation with

metallographic microscope, inspection of acetate replicas of the surface which have been metallized,

gel electrode, A.C. and D.C. potential drop, low frequency and high frequency eddy current, and

acoustic microscopy, to name but a few. However, these existing techniques are, for the most part,

quite tedious and time consuming, and except for certain limited applications, not amenable to

automated measurement techniques for detecting truly microscopic surface fatigue cracks during

fatigue crack initiation and growth in the earliest stages.

The reason for developing new quantitative nondestructive evaluation techniques to detect and

measure the size of surface microcracks is that, in the so called small crack size regime small cracks

have been observed to grow at rates which are orders of magnitude higher than large sized cracks

when subjected to identical magnitudes of crack driving force [1]. Quantitative measurements of

crack depth below the surface for surface microcracks facilitate the evaluation of crack growth rate

vs. the number of cycles. Nondestructive measurements of crack opening behavior are especially

important here because many current theories which address the issue of why small cracks grow faster

postulate that small cracks have less closure than large cracks, resulting in a higher driving force for

growth of small cracks.

1.1 Ultrasonic Techniques In Fatigue Experiments

Over the past decade a number of investigators have demonstrated the utility of measurements

of ut :asonic wave scattering from cracks in engineering materials. For example, a bulk wave

ultrasonic reflection technique has detected formation of fatigue cracks in thin (1.2 - 1.6 mm) center-

notched specimens of aluminum alloys 1100, 6061-T6, and 2014-T6, a mild steel, and Inconel [2].

Depending on the metal, cracks with lengths ranging from 12 to 100 micrometers were detected. In

all cases, it was found that 97 to 99 percent of specimen life was spent in growth of cracks from those
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initial sizes. An empirical correlation was obtained between through-thickness crack length and

reflection signal. Rayleigh waves have been used for continuous monitoring of a propagating crack

front in 2219-T851 aluminum alloy [3]. Multiple SAW transducers have been used to scan the surface

of round bar fatigue specimens of HYI080 and AISI 4340 steels to detect microcracking [4]. In this

study it was noted that crack reflection signals depended on applied stress. Harmonic generation due

to interactions of Rayleigh waves with partially open fatigue microcracks has been correlated with

crack initiation and opening behavior in 2029 aluminum [5]. Reflection and transmission of

longitudinal waves normal to fatigue cracks in compact tension specimens has revealed greater detail

in variations of crack closure stress over the crack area than is possible from conventional techniques

[6].

More recently, surface acoustic waves, SAW, or Rayleigh waves, have demonstrated the ability

to measure changes in depth of cracks beneath the surface (occasionally during periods of crack

growth due to fatigue cycling in which no changes in crack dimension were evident at the surface)

in 7075-T651 aluminum [7,8], quenched and tempered 4340 steel [9], quenched and tempered 4140

steel [10], and 300-M alloy steel [II]. The technique involves exciting Rayleigh waves on the

specimen surface toward the initiation site using a contacting wedge transducer, and receiving the

reflected echo along with reflections of microstructural origin with a separate contacting wedge

transducer, in the classical pitch-catch configuration. Half- penny shaped cracks as small as 50

pm deep have been detected using this technique. Although this is a reasonably small crack, which

is approximately two orde, s of magnitude smaller than the crack size at which fast fracture would

normally be expected to occur, it remains approximately an order of magnitude larger than necessary

in order to characterize anomalous crack growth rate effects due to interactions between the

advancing crack tip and microstructural features such as grain boundaries.

The goal in the present work is to examine the practicality of measuring crack growth rates

in the size regime between approximately 10 to 100 microns by continuously monitoring backscattered

Rayleigh wave signals from cracks as they initiate and grow.
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2. Experimental Program

Briefly stated, the present work consists of four sections involving progress in the

development of a nondestructive evaluation technique for automating measurements of the initiation

and growth behavior of fatigue microcracks in laboratory specimens. In section 2.1, an improved

ultrasonic scattering theory is developed in which the magnitude of the reflected echo from a type

of ultrasonic wave called a Surface Acoustic Wave (SAW), or Rayleigh wave is related to the crack

dimensions. The results of numerically evaluating this new relationship are displayed for a number

of structural materials. Then, in section 2.2, the practical limitations of the technique regarding the

minimum detectable crack depth during the detection of initiation and growt.' cf fatigue microcracks

is discussed in some detail. Also in this section, a nonlinear digital processing technique called Split

Spectrum Processing (SSP) is described which allows detection of surface cracks for ultrasonic

scattering conditions such that the echoes from the cracks are smaller than echoes that are inherent

in the microstructure. In section 2.3 a technique is then described for performing fatigue microcrack

initiation experiments which utilize the results of sections 2.1 and 2.2. Finally, In Section 2.4, the

results of an experiment comparing measurements of fatigue microcrack opening behavior performed

with a Laser Interference Displacement Gage (LIDG) and with Surface Acoustic Waves (SAW) are

presented.

2.1 An Improved Acoustic Scattering Model

Kino [12] and Auld [13] have developed a general scattering theory which describes the

relative wave amplitude scattered from one transducer to another by a void of arbitrary shape. The

reflection coefficient, S2,, is defined as the amplitude ratio of the reflected s'gnal fro'm the flaw, A2 ,

received by transducer 2, to the incident signal, A,, transmitted by transducer 1, at the terminals of

the transducers. The general relationship which defines the reflection coefficient is given as

s21U A) (2) -(1) n

Here P, is the input power to the transmitting transducer, uj(2) is the acoustic displacement field at

the flaw when transducer 2 is used to emit acoustic waves, oij(1) is the acoustic stress field in the
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vicinity of the flaw which would exist if the flaw was not present, and nj is the inward directed

normal to the surface, Sf, surrounding the scatterer. This equation is a completely general result

applicable to the scattering of plane acoustic waves, as well as surface waves and plate waves in

anisotropic as well as isotropic linear elastic media. The scattering formula includes the perturbed

field, uj of particle displacement at the surface of the flaw. This can only be known exactly from a

rigorous solution of the time dependent scattering problem. If this solution were available, there

would be no need to use equation (1) to calculate the scattering. An approximate solution to the

scattering problem can be found by evaluating an approximation for the perturbed field, and

substituting the result into the scattering formula. Two methods which are commonly used are the

Burn [141 and quasistatic [5] approximations.

The Born approximation is valid for the case when the acoustic properties of the scatterer are

only slightly different from the surrounding medium, so that the perturbed field can be approximated

by the unperturbed field. The quasistatic approximation, which will be applied in the present work,

makes use of the fact that the perturbed field around a scatterer that is small compared with the

acoustic wavelength can be approximated by an elastostatic solution from linear elasticity theory.

The transmitting transducer (transducer I) is assumed to emit a straight crested Rayleigh

wave, which is the surface wave equivalent to a bulk plane wave, at an angle 0/2 to the normal at the

flaw surface. The receiving transd :er will receive part of the reflected wave propagating at an angle

0/2 to the normal at the flaw surface. The quasistatic approximation for the perturbed field at the

flaw surface requires that the maximum crack depth, a, must be much smaller than the acoustic

wavelength, A, so that a 4 A. This condition describes the requirement for scattering in the long

wavelength limit. It is assumed that the main component of scattering of the surface wave is into

other surface waves, and, that scattering into volume waves is negligible because of their relatively

weak coupling with surface scatterers [12].

For a flat crack of arbitrary shape in the x-y plane embedded at the surface of a linear elastic

half space the reflection coefficient for Rayleigh waves propagating in the z direction at normal

incidence to and from the crack is
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1( f U} (2) _1
S21= i (') dS (2)

SC

where Aui(2) is the displacement jump in the perturbed SAW displacement field at the crack surface,

S., and ao(1) is the acoustic stress field evaluated at the crack that would exist in the absence of the

crack.

This scattering condition is approached when the angle 0 between transducer I and transducer

2 becomes very small, as when the transducers are placed close together during a scattering

experiment. The magnitude of the longitudinal component of stress, o., of the SAW approaches a

maximum value at the surface, while a. and axx approach zero at the surface. In the long wavelength

limit with a - A, the crack resides in a stress field with o.,o . at the surface, which subsequently

decreases with increasing depth, x, below the surface, and a. m 0 and a. m 0 in the vicinity of the

crack. Here superscript "0" denotes the quantity evaluated at x-0, at the surface. For these long

wavelength conditions, the scattering formula reduces to

s21=f4!4 Au .92 aj dS (3)

It is important to note that this formula is valid for an arbitrary shaped surface crack in a

linear elastic medium. The quasistatic approximation for Au.(2 ) may now be used to calculate the

reflection coefficient of a crack with a specific shape. In the next section, the elastostatic theory for

flat, arbitrary shaped cracks embedded at the surface of a solid is developed in order to obtain the

perturbed fields near an elliptical shaped crack experiencing a tensile stress a. field applied normal

to the plane of the crack.

2.1.1 Elastostatic Theory for Embedded Cracks of Arbitrary Shape

Knowles and Sternberg [16) have demonstrated the existence of a surface integral, M, which

Mu [ w.n-((xzV )U).T - 2 TV I dS (4)

has the same value for all surfaces, Sc' that completely enclose the crack. Here x is the position
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vector, U is the elastic displacement, T is the surface traction on S,, W is the strain energy density,

and v is the displacement operator. The origin is at the crack surface, and S, is chosen to be the two

planes which are coincident with the crack faces, joined to a tubular surface that surrounds the crack

edge C. In each plane normal to C, the tubular cross section will be a circle L with radius 6. On the

crack faces, xen - T - 0, and additionally the elastic displacements U and aU/s are bounded on the

crack edge C, and x approaches the plane of the crack as 6-0. Under these conditions Budiansky and

O'Connell have shown that [17]

M- f" P T=-- (,- )dF dy (5)

where p is the distance from the line tangent to C at s to the origin as shown ;n Figure 1, and nr is the

rth component of n.

The inner integral of Equation 5 is the J integral from two-dimensional fracture mechanics

as derived by Rice [18]. For any combination of plane strain and antiplane shear, J is a function of

the Mode I, II, and III stress intensity factors so that

J. - +!. [K. +. /(I -v)I (6)

Substituting for J in Equation 6 yields the following result for M, so that

M - l f p [K.+.(I-v)] d (7)

The total elastic energy released from a linear elastic solid by the growth of a crack from zero up to

some characteristic size is defined as ,@. For plane strain and antiplane shear conditions, the elastic

energy released from the solid is related to the M integral so that

-a -! - M (9)

As a result, the total elastic energy can be found by integrating the energy released by growing the

crack from a-0 to a so that

Alternatively, the elastic energy released by the crack is also equal to the work done by the
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Figure 1 Schematic diagram of a semi-elliptical surface crack denoting a point of inspection, s. as a
function of angle , such that p is the distance from the origin to the tangent at s.

Material E v p VL Vs  V R
(GPa) (kg/m) (m/s) (m/s) (m/s)

Steel 200 .292 7850 5860 3130 2900

Copper 115 .350 8900 4550 2190 2050

Brass 105 .340 8500 4360 2150 2000

Aluminum 7075 T6 69 .330 2750 5900 3100 2895

Al-Li 2090 T8 78 .340 2590 6810 3350 3130

Ti 6AI-4V 112 .300 4650 5960 3040 2820

Ti-24AI- I INb 100 .300 4730 5330 2850 2650

Table 1 Ultrasonic properties of several structural materials
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[p , /(I - vd (9)

applied stress a.. reversibly displacing each crack face so that

I f o,() Au,((1) s (10)

Finally, the reflection coefficient, S2s. can be expressed in terms of * so that

a n - T(11)
2P

Then, substituting the results of Equation 9 we have

21 - i)jf(- pbd (12)

2.1.2 Evaluation of the Reflection Coefficient

The distribution of the component of stress a, in a Rayleigh wave as a function of the

wavelength normalized depth, gx is approximately linear in the region 0 < cx < 1. In this region, a

linear approximation of the longitudinal stress is

a o- (lpX) (13)

where Pua 0 is the gradient of o,,(x) evaluated at the surface. In order to apply the results of Newman

and Raju [191 to the state of stress of a SAW in the long wavelength limit, the simplifying

approximation is made that at the surface of a plate in pure bending, at x-0, the bending moment M

is such that the surface stress is equal to the longitudinal stress of a Rayleigh wave evaluated at the

surface so that

21 o (14)

Additionally, if the thickness, h, of the plate is chosen so that
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2 (15)

A

then the distribution in K I around the periphery of a semielliptical crack obtained from [19] will

correspond approximately to the conditions that exist for the quasistatic approximation of a SAW

interacting with a surface crack such that the wavelength normalized depth of the crack .a _s 1.

An expression for the normalized slope of the SAW longitudinal stress a. evaluated at the surface is

[20]

21S- 
(16)

,,6,X

2.1.3 Distribution of K1 around the Crack Edge

Newman and Raju [19] have demonstrated that the distribution of the stress intensity factor

around the crack edge of a surface crack in pure bending can be expressed as

K, - HFa,,, I(17)

The functions F and H are defined so that the boundary-correction factor for bending is equal to the

product of H and F. The function F was obtained from a systematic curve-fitting procedure by using

double-series polynomials in terms of a/c, a/t and angular functions of 0. The choice of functions

was based on engineering judgment. The function F was taken to be

F. [ M, -M2(j) M41)'I 1,,,. (13)

where

MI,- 1.13-0.09(a) (19)
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M2 -. 54 0. (20)
02.2 _

(21)
0.65+ -

C

Sa[( (1 -sdn*) (22)

The function f#, an angular function from the embedded elliptical-crack solution is

[4 a cos 2(* - son() (23)

The function f,, a finite-width correction has a value of unity for the present case being considered.

The function H, developed also by curve fitting and engineering judgment, has the form

H - H+(H2-Hr) ui(4) (24)

Where

p a 0. .0.6± (25)
c A

H, - ( -2.36) -.1
A CIAM

H M-I +°, .o, (27
H2  1 ) +G2(Ef (7

In this equation for H2 ,

0, -- 1.22 -0.12E (28)

C

G2 -o.5 -1.0s(5 " .o.,,4! (29)

Finally, in order to calculate the reflection coefficient, expressions are required for the longitudinal
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component of stress in the SAW evaluated at the surface such that [20]

o0(o) 1_X__ f._VI _____(30)

P (1-v 2 ) (1-v) %,2wbW

where E is Young's modulus, v is Poisson's ratio, wb is the width of the ultrasonic beam at the front

of the transducer, w is the angular frequency of the SAW in rad/sec, q is a loss factor including

diffraction, attenuation, energy conversion efficiency, and angular scattering effects [21. and f. is a

material parameter such that [21 ]

4. y [I -(VAi] V (31)

y 1 -( Vt) VL (32)

The variable p is defined as the distance from the origin to the line tangent to the crack edge at the

position of inspection s such that

P 42C2  (33)
a~o* -c 231n2,

In order to evaluate Equation 12 it is necessary to substitute for the infinitessimal ds for a relationship

defined in terms of do, which can be described as

di - /4 2 cc +32 *,'9j* 4 (34)

Finally, noting that the square root term involving a, c, and 0, in Equations 33 and 34 cancel out, the

reflection coefficient, $21' can be expressed as

* 3Plv f cej(,) d# (35)
0

The elastic constants of a number of typical engineering materials are given in Table 1. The

desired relationship between the reflection coefficient S1 and crack depth, a, can be calculated for
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these materials by making the assumption that the distribution of K, around the the crack tip is

relatively insensitive to the value of Poisson's ratio, v, for each material. In Figure 2, the reflection

coefficient of a semielliptical surface crack is plotted as a function of variable crack depth i, for the

case of constant crack length at the surface, 2c, and for the case of constant crack aspec atio, a/c,

equal to unity, for aluminum lithium alloy 2090. Here the maximum value of the wavelength

normalized crack depth, iawl, for the frequency indicated. Results of simila calculations of S , v.

a for the other materials denoted in Table I are shown in Figures 3-8. These calculations were

performed using Quattro Pro version 2.0, with increments of #such that d =A# with A#au/40 radians

for each calculation of S., as a function of a and c (using the Simpson's numerical integration

algorithm), and with increments of a such that ,&--am/ 2 0 for each combinati--' of material constants

and frequency of interest. Computation time for each relationship on a 386SX based microcomputer

running at 16 MHz with a 387SX math coprocessor is approximately 5 seconds.

2.2 Minimum Detectable Crack Size

A surface acoustic wave nondestructive evaluation technique was used to detect the initiation

of surface microcracks in highly stressed regions of hourglass shaped specimens during fatigue

cycling. The experimental procedure involved excitation of a Rayleigh wave on the surface of each

specimen and observation of the presence of a reflected echo from the nucleating crack superimposed

on reflections from microstructural features surrounding the flaw. Contacting wedge transducers

were used to excite the incident waves and to detect the reflected wave signals. The effectiveness of

a split spectrum processing algorithm to separate specular reflections of isolated cracks from non-

specular reflections of microstructural featur s in the scattering field was demonstrated. Application

of compressive stresses normal to the crack faces was observed to degrade the effectiveness of the

processing algorithm to distinguish the presence of microcracks from the surrounding microstructural

features.
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Figure 4 Graph of the reflection coefficient for polycrystalline brass at f-4 MHz, 17=1. w-4 mm.
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Figure 5 Graph of the reflection coefficient vs. crack depth for aluminum 7075 T6at f-4 MHz, 7-l1,
w-4 mm.
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Figure 2 Graph of the reflection coefficient vs. crack depth for steel at f-4 MHz, q-1, w-4 mm.
Upper curve is for a constant value of c.
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Figure 3 Graph of the reflection coefficient vs. crack depth for polycrystalline copper at f-4 MHz,
Y., w-4 mm.
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Figure 6 Graph of the reflection coefficient vs. crack depth for Al-Li alloy 2090 T8 at f=4 MHz, Y=I1,
w-4 mm.
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Figure 7 Graph of the reflection coefficient vs. crack depth for Ti-6AI-4V at f=4 MHz. 17-1, w-4 mm.
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Figure 8 Graph of the reflection coefficient vs. crack depth for Ti-24Ai-1lNb at f-4 MHz, q-1, and
w=4 mm.
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2.2.1 Specular Reflections from Cracks

The amplitude of the SAW reflected echo from a crack is a complicated function of; crack size

and shape, frequency of the ultrasonic waves, scattering geometry, material parameters, and electronic

waves, scattering geometry, material parameters, and electronic gain and loss from the detection

equipment [9-13]. In order to compare measurements from similar sized cracks in different materials

as well as varying experimental conditions, it is customary to normalize the amplitude of the signal

detected at the terminals of the receiving transducer with respect to the amplitude of the incident

signal at the terminals of the transmitting transducer. This normalized quantity shall heretofore be

referred to as the reflection coefficient, S21, in which the subscripts refer to the transmitting

transducer as "T" and the receiving transducer as '2'. Additionally in order to compare the resultants

of scattering experiments from similar sized cracks performed at varying frequencies, the crack

depth, a, is normalized to the wavelength of the ultrasonic waves through the wave number, xc, where

xc=2r/A. The normalized crack depth, ica, is the crack depth multiplied by the wave number. For

surface acoustic waves produced at a frequency of 3 MHz on metals such as aluminum and steel, the

resulting wavelength is approximately 1 millimeter. As a point of reference, the crack depth which

corresponds to a normalized crack depth of unity at this wavelength is \/2,r, or approximately 150 pm.

This value of normalized crack depth is important, because it defines the maximum allowable crack

size which may be inferred from an ultrasonic scattering experiment at a particular acoustic

wavelength (defined by the frequency), as described in the next section.

In order to interpret the reflected echo from surface cracks in the classical pitch-catch

configuration, two techniques have been demonstrated to be useful. In the most general case, cracks

are assumed to be semi-elliptical in shape, with maximum depth beneath the surface, a, and length

along the surface defined as 2c. Under these conditions the length at the surface is measured

independently (usually by optical microscopy). Under these conditions, a single valued relationship

exists between the reflection coefficient of surface acoustic waves incident on an isolated crack and

the normalized crack depth, ica [7,9]. However, for crack growth in the 'small crack' size regime it

has been observed experimentally that cracks quickly attain the half-penny shaped configuration with
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a-c. For this simplified case it is not necessary to independently determine crack length at the

surface, and a simplified scattering model is all that is necessary to evaluate the single valued

relationship between the normalized crack depth and the reflection coefficient of the SAW [10].

Certain restrictions of acoustics limit the size of maximum crack depth and minimum

specimen thickness which can be utilized for a fixed value of the frequency of the ultrasonic waves.

For example, the boundary conditions required for propagation of a surface acoustic wave or the

surface of a substrate require that the thickness, t, of the substrate be at least 4A of the acoustic wave.

This limit is necessary so that the *tail' of the stress field of the SAW beneath the surface cannot

interact with the free surface of the bottom of the finite thickness speciznen. If the minimum

thickness requirement is not met the wave will not propagate as a 'pure' Rayleigh wave, but rather

as a plate mode, resulting in considerable complication of the c'etermination of the stress field which

interacts with the crack. Additionally, the existing theory for predicting ultrasonic scattering from

surface cracks requires that the normalized crack depth exist within the range O#ca>l for a single

valued relationship to exist between S21 and oca. This limitation ensures that the entire area of the

surface crack resides in the tensile portion of the longitudinal stress field of the SAW (collinear to the

direction of propagat. )n), resultint n a simplified calculation of the elastic energy associated with

the crack due to the stress field of the acoustic wave using the elastostatic approximation.

2.2.2 Nonspecular Reflections from Microstructure

Real engineering materials are not truly homogeneous, but contain microscopic regions which

are locally anistropic (grains) joined by planar areas which are atomically thin (grain boundaries).

The orientations between adjacent grains are dissimilar enough to create a significant impedance

mismatch for an ultrasonic wavefront attempting to travel across each boundary. This process results

in an imperfect transfer of energy in the direction of propagation, and the ultrasonic energy reflected

back toward the transmitter (or the receiver) will heretofore be referred to as the microstructural

backscatter. A significant difference between reflections from the microstructure and cracks is that

unlike the interaction of ultrasonic waves from cracks, which is frequency independent (specular),
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the microstructural backscatter is highly frequency dependent (nonspecular). For extremely small

cracks with the amplitude of the reflected echo smaller than the amplitude of the microstructural

backscatter, it has been observed experimentally that detection of crack initiation is relatively

difficult, if not impossible, due to the complex interaction of the reflected echo with returning re-

radiated signals from microstructural features in the vicinity of the crack as shown in Figure 9.

Measurements of backscattered amplitudes and the corresponding theoretically inferred crack size

have been previously reported for a number of technologically important alloys [9-11 ]. In Figure 10

the largest crack which satisfies the long wavelength approximation of the scattering theory is about

150 micrometers at a frequency of 3 MHz. For most of the alloys shown, the interference pattern due

to microstructural features obscures the first 50 micrometers of crack growth, reducing the effective

measuring range of the SAW scattering technique to the largest 2/3 of its potential range.

Measurements of crack size between zero and approximately 50 micrometers are usually not possible

due to the masking effect of grain scattering.

As a result, there is a need for a signal processing technique which can differentiate between

the coherent, frequency dependent interference noise due to grain scatter and specular, frequency

independent reflection due to microcracks. Split spectrum processing (SSP) is one such method which

has been shown [22] to be effective in signal-to-noise ratio (SNR) enhancement applications (although

in applications involving macro-anomalies, i.e., when the anomalous reflector is orders-of-magnitude

larger than both the wavelength and grain size). Split spectrum processing technique has been used

in this research effort for SNR enhancement for microcracks which are orders of magnitude smaller

than the reflectors involved in the previous works [22-251.

2.2.3 Effectiveness of Split Spectrum Processing

The first mention of SSP in ultrasonic applications dates back to 1979. Newhouse, et al., [221,

proposed a new technique of introducing frequency diversity in ultrasonic signals and images.

Newhouse et al. showed how frequency diverse signals could be obtained in receive-mode by splitting

the wideband spectrum of the received signal. They called their newly conceived technique - "Split
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Figure 9 Digital image of SAW backscatter with a specular reflection from a crack superimposed on
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Spectrum Processing (SSP)". Since the time of conception in the late seventies, SSP is internationally

well researched [22-291 and successfully implemented [30-321. Although the techniques are well

documented [29,30,32,34,35], a brief account is provided here for the sake of completeness.

2.2.4 Implementation of the Technique

Split spectrum processing is schematically represented in Figure 11. In practice many equally

spaced Gaussian bandpass filters are used for 'splitting' the spectrum. The center frequencies of the

first and the last filters are determined by the half-power bandwidth of the received signal. The bank

of filters, when applied in the frequency domain to the complex spectrum of the signal received from

the test material, split the spectrum into 'N' narrow banded frequency spectra. Each one of the 'N'

narrow banded spectra yields one time domain signal when the inverse FFT is taken. The resultant

'N' time domain signals (called split time domain signals or the spectral decomposition components)

are normalized which marks the completion of the initial step in SSP and sets the stage for further

analysis. However, the level of success achieved during further analysis is dependent on a careful

selection of the processing parameters for splitting the received spectrum into 'N' narrow bands. The

processing parameters important for the success of the technique are the total number of filters to be

used for spectral splitting, the frequency separation between adjacent filters, their half power

bandwidth (HPBW) and the spectral bandwidth over which the bank of filters are located. A

theoretical model for the selection of the processing parameters is available in the literature [28,29,35].

There are two important algorithms that could be applied to the frequency diverse signals

obtained by splitting the spectrum. They are minimization [23] and polarity thresholding [29].

Minimization and polarity thresholding algorithms are based on the physics of wave-grain interaction.

It is a well known fact that grain noise or clutter at a time delay (r) is an interference pattern

produced by the interaction of the ultrasonic wavelets scattered by the randomly packed, unresolvable

scatterers present in the material being tested. Since it is an interference pattern, the clutter is

dependent on the frequency of the transmitted signal. The fact that the interference pattern changes

when the frequency of interrogation is changed is utilized by the algorithms of SSP. The algorithms

86-23



-EMgan-tmns

AN SUPh

Mola

F~gue 11Scheaticof slit pectum pocesing

86-24g



are described in the following section.

2.2.5 Minimization Algorithm

The split time domain signals obtained by spectral processing are used to derive the

"minimized' signal. At time delay "r', the minimum absolute amplitude of the 'N" (the number of

filters) signals is selected. The algebraic sign of the selected amplitude is restored which now forms

the amplitude, Y(r), of the processed (minimized) signal at time delay r. The process can be

mathematically represented as,

Y(r) - Wj (") (36)

such that,

I W. (T)I - Minimum of[ I Wi )I , .... I WN (r) 1
Y(r) - Minimized amplitude at r, and

Wi (r) - Amplitude, at r., of the ith split time domain signal.

The algorithm provides superior SNR enhancement because; clutter, being an interference pattern

produced by unresolved scatterers, is different at different frequencies. On the other hand, the

response produced by a flaw is relatively invariant at different frequencies (over the range of

frequencies contained in a transducer). As a result, the minimization process yields small amplitudes

when only grain noise is present and large, relatively invariant amplitudes when a target is present.

2.2.6 Polarity Thresholding Algorithm

The polarity thresholded amplitude at a time delay r is equal to the input amplitude at that

time delay if all the amplitudes of the 'N" split time domain signals are all either positive or negative

and is equal to zero if there is a polarity reversal in any one or more of the amplitudes (at that time

delay) of the frequency diverse signals. When the polarity thresholding algorithm is used in

conjunction with minimization, the spectral decomposition components (split time domain signals)

obtained by splitting the spectrum of the signal and the minimized signal are the input of the polarity

thresholding algorithm. The process is mathematically defined as follows:
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Z(t) - Y(t), if all W, (t)O,, for i - 1,.. N (37)

M Y(T), if all Wi (t)>0, for i - 1..., N

where Y(r) is the minimized amplitude at that time delay, r, Z(r) is the outrut of the polarity

thresholding algorithm, and Wi (r), i-i, ... , N are the split time domain signa..

2.3 Fatigue Microcrack Initiation Experimental P-.suits

Hourglass shaped specimens were metallographically prepared in the high stress region to

minimize the effect of fabrication on surface roughness and residual stress [15]. Before the fatigue

cycling begins, the signal due to backscattered Rayleigh waves from the high stress region is acquired

with a digitizing oscilloscope and stored on a hard di of a computer. At 2000 cycle intervals of

applied fluctuating stress (maximum stress equal to 275 MN with a stress ratio of 0.1), the digitizing

and storing process is repeated. This procedure continues until the initiation and growth of at least

one crack is obvious in the high stress region. The presence of the crack is determined not only

because the reflection from the crack begins to emerge from the surrounding grain noise, but also

because the reflection from the crack completely disappears when the tensile load on the specimen

is released thereby closing the crack. At the termination of the fatigue cycling process (when the

presence of the crack is obvious), all the acquired waveforms are processed for the evidence of

earliest possible detection of reflections from surface microcracks.

Figure 12a was the termination point of fatigue cycling for a typical specimen after 80,000

applied cycles. Figures 12b and 12c are a few of the acquired signals during the fatigue cycling

process (at 56,000 and 70,000 cycles respectively). Figures 12d through 12f are the results of applying

split spectrum processing to the signals shown in Figures 12a through 12c. The processed signals show

the presence of the microcrack without ambiguity because of the absence of the interfering grain

clutter. In Figure 13 the crack size inferred from the acoustic theory is plotted as a function of the

number of fatigue cycles. The curve is monotonically increasing thereby indicating the growth rate

of the microcrack. The earliest detection of the crack was at 58,000 cycles when the crack was only

20 micrometers. However, when the reflectors are of similar size as the surrounding grains, false

86-26



120

100-

~80-

60

-

0

55 65 75 85
Fatigue Cycles (Kcycles)

Figure 13 Crack depth, a. inferred from the processed amplitude of the crack as a function of the
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Figure 14 Micrograph showing the orientation of Vickers hardness indents near a fatigue microcrack
for making LIDG opening measurements [36].
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indications also appear which usually disappear (and only the crack reflection amplitude grows) with

increased number of fatigue cycles.

Split spectrum processing has been shown here to be an effective tool for the enhancement

of SNR when the reflector of interest is many times smaller than the wavelength of the interrogating

ultrasound. Microcracks as small as 113 micrometers have been detected without processing and 20

micrometers with processing. There is still a long way to go because it is necessary to develop

theoretical basis for the selection of the processing parameters when the reflector is in a small

reflector regime. The long range objective is to be able to detect the initiation and growth of a

microcrack while the specimen is being fatigue cycled rather than processing of the stored signals as

is being done now.

2.4 Opening Behavior. SAW Scattering v. Laser Interferometry

In order to compare ultrasonic measurements of microcrack opening behavior with another

established technique, force v. CMOD for several naturally initiated surface microcracks was

accomplished using the laser interference displacement gage (LIDG) available on Machine *I in the

High Temperature Metals and Ceramics Laboratory at the Wright Laboratory at Wright Patterson Air

Force Base. The basic procedure is to first use SAW scattering as the feedback mechanism for

detecting the presence of a fatigue microcrack on the surface. Then the crack is detected optically

using a metallographic microscope. Subsequently, Vickers microhardness indents are placed above

and below the intersection of the crack with the surface. In Figure 14 the geometric configuration

for a typical fatigue microcrack is shown. The theory of operation of the LIDO apparatus is depicted

schematically in Figure 15. Here the geometry of the formation of interference fringes from

reflections of the incident laser beam are shown. A highly skilled technician is required to adjust the

position of the servo mirrors and photodetectors shown schematically in Figure 16. A detailed

description of the theory of operation of this device is given in reference [36).
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Figure 16 Schematic of the Laser Interference Displacement Gage (LIDG) measuring system.
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2.4.1 LIDG Opening Behavior

A typical result of fatigue microcrack opening behavior is shown in Figure 17. The upper and

lower windows, depicted by dashed lines indicate the number of data points of CMOD data which

are used to obtain the pseudo-compliance relationship for the crack opening using standard linear

regression techniques. The solid line beneath the lower window is an indication of the apparent crack

opening load for the particular test, and its position is determined from the magnitude of the

deviation between the pseudo-compliance line and individual values of CMOD data, as indicated by

the differential curve. Here the difference between CMOD data and the pseudo-compliance line is

magnified considerably. It is also interesting to notice that the two distinct clusters of data on the

differential curve are a result of hysteresis in crack opening behavior between data taken during

loading and subsequent data taken during unloading of the specimen.

2.4.2 SAW Opening Behavior

A typical result of ultrasonically determined fatigue microcrack opening behavior is shown

in Figure 18. The amplitude of a time gated signal containing the reflection from a naturally initiated

isolated surface microcrack was transferred from a digitizing oscilloscope to a computer at discrete

values of force applied to the specimen with an orientation normal to the adjacent crack faces. The

1001 data points in each signal were acquired at 200 MSa/sec (106 sample/sec) and were obtained by

averaging 16 waveforms each of 20 ;s duration. The analog signal from the load cell was acquired

using a 12 bit analog to digital conversion board in a conventional microcomputer. Under manual

control of the set point of the servohydraulic system in force control, applied force v. crack amplitude

was acquired automatically point by point, while being simultaneously displayed on the computer

screen. A more detailed description of ultrasonic determination of fatigue microcrack opening

behavior, and comparisons of SAW determination of opening behavior compared with Scanning

Electron Microscope (SEM) measurements of CMOD and CTOD of fatigue microcracks is given in

references [2,3,9- 11.
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Figure 17 A typical result of microcrack opening behavior using the Laser Interference Displacement
Gage (LIDG). The force normal to the crack is plotted vs. the displacement between diamond indents
near the crack mouth.
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Figure 18 A typical Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening
behavior. The force applied normal to the crack faces is plotted vs. the amplitude of the ultrasonic
echo from the crack.
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An important feature is the stress range for which the observed linear relationship between

CMOD and applied force is distinctly nonlinear in the ultrasonic measurement or pening behavior

shown previously. The results of a typical scan from an isolated surface microcrack are displayed

in Figure 18. The nonlinear portion of the curve from zero force up to the point at which the plot

becomes vertical reveals the presence of surface tractions between adjacent crack faces. The vertical

portion reveals the point at which surface tractions disappear (referred to as P..,) and the crack is

fully open.

2.4.3 Comparison of Acousto-Optical Opening Measurements

Figures 19-56 represent the fatigue microcrack growth and opening behavior for an isolated

micrrerack on the surface of an hourglass shaped specimen of 2024 T6 alloy aluminum. The

hourglass curvature of the specimen resulted in a stress concentration factor, K ffl.2, which was

corrected for by the Materials Automated Testing System (MATE) used to operate the servohydraulic

load frame and the LIDG system. The specimen designation was AAI, and the numbers after the

underscore evident in the figures represent the data scan number for the partucular measurement.

This particular crack was detected ultrasonically at a crack size such that the surface length was

approximatel 209 microns when the ultrasonic echo was verifiable above the noise level for the

purpose of making measurements in variation in echo amplitude as a funct:on of applied tensile stress.

Beginning with Figure 19, notice that there is considerable hysteresis in CMOD behavior

between loading and unloading. Additionally, considerable nonlinearity in the CMOD data is evident,

and with the window set between 1.0 and 0.8 of the maximum load, the apparent closure load is 0.72

of the maximum load, as determined by the differential curve. In comparison, from Figure 20 the

amplitude of the ultrasonic echo showed no hysteresis between loading and unloading, and in all

subsequent ultrasonic data the data points represent echoes during increasing load only. Most

important here is that the ultrasonic echo never reaches a saturation value over the load range from

zero to 13.5 KN, which is over twice the applied load depicted in Figure 19. This indicates that at

no time were the adjacent crack faces beneath the surface completely traction free. Apparently then,
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Figure 19 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-209 pm at the surface.
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Figure 20 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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CMOD data alone taken from measurements at the surface seem to give misleading data concerning

whether the crack is completely open simply from the linear nature of the CMOD data over the span

of the operator set window.

After applying another block of fatigue cycles, Figures 21 and 22 representing AAI_002 show

that the crack has grown by approximately 39 microns at the surface as calculated from the difference

in the slope of the pseudo-compliance relationship. Notice a decrease in the hysteresis of the CMOD

data, and a lower apparent closure load. However, in Figure 22 the ultrasonic opening behavior

continues to show that the crack faces are never traction free over the load range applied during the

LIDG measurement. Additionally, the shape of the amplitude vs. applied force curve does seem to

be developing less of a linear relationship, and possibly the beginning of a 'knee' which would define

a more well defined opening load. Subsequent to more cycling, Figures 23 and 24 show contrasting

information. In Figure 23, the hysteresis is considerably less dramatic as evidenced by the narrowing

of the differential curve, and the apparent closure load has also increased. However, the crack size

computed from the pseudo-compliance has decreased (!), while the corresponding ultrasonic

measurements shown in Figure 24 indicate that the amplitude of the echo has increased

(commensurate with crack growth). Additionally, although the 'knee' of of the ultrasonic opening

behavior is becoming more pronounced, the crack still does not appear to become completly open at

any value of load between zero and 12 KN.

After more cycling, in Figures 25 and 26, there is a more distinct linear relationship in the

LIDG data, with almost no hysteresis evident. The closure load is approximately .36 of P. here,

with distinct nonlinearity below this value as evidenced by the differential curve. In Figure 26 there

is a much more distinct knee in the SAW opening data at approximately the same load level, however,

the amplitude of the echo is still not saturated. Consequently, the ultrasonic technique continues to

indicate that adjacent crack faces beneath the surface still are not traction free at any value of load

applied to the specimen as yet. In Figures 27 and 28 this trend continues, with decreasing crack

closure load, an almost complete disappearance of hysteresis, and a continuing condition of failure

to completely open the crack as evidenced by the ultrasonic measurements.
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Figure 21 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-248 pm (from pseudo-compliance) at the surface.
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Figure 22 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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Figure 23 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-232 pm (from pseudo-compliance) at the surface.
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Figure 24 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted

in the previous figure.
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Figure 25 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-265 pm (from pseudo-compliance) at the surface.
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Figure 26 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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Figure 27 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-265 m (from pseudo-compliance) at the surface.
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Figure 28 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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After more cycling, Figures 29 and 30 for the first time show ultrasonic evidence of traction

free crack faces above 10.5 KN. However, the LIDG system continues to discern an apparent closure

load of 0.48 of P., which is at approximately 6 KN, and is close to the location of the developing

'knee' of the SAW measurements. Figures 31 and 32 demonstrate approximately the same opening

behavior, except with an extremely low closure load of 0.02 of P.. However, From Figure 32 the

crack is clearly not completely open at this load level. Looking back over the last several

measurements, the LIDG system measurements of crack closure are relatively inconsistant from

measurement to measurement, while the SAW measurements are relatively consistant in showing a

developing 'knee' of the curve at approximately 6 KN.

The next several mesurements including Figures 33 through 40 show several important trends.

Most important is that the LIDG measurements consistantly indicate that the crack closure load is

between 0.02 and 0.08 of P.., while at the same time the SAW measurements of crack opening

indicate that the crack faces are clearly not traction free at those load levels. Additionally, there is

a more distinct 'knee' forming at approximately 6 KN, with increasingly better saturation behavior

of the echo amplitude above this level of force.

In Figures 41 through 45, the crack closure load is now displayed as between 0.40 to 0.47 of

Pm, which is markedly higher than in the previous three scans. In contrast, the SAW measurements

show a consistent saturation behavior (with occasional spurious signals evident) but with a trend

toward a decreasing value for the force necessary to 'saturate' the crack reflection amplitude. For

example, describing the force to saturate the crack reflection amplitude as P.,,, we note that P,, is

approximately 7.5 KN in Figure 42, Pmt=6.0 KN in Figure 44, and P.,-4.5 KN in Figure 46.

However, these values are now approximately the same as the LIDO measurements of crack closure

load.

Subsequent cycling continues to cause a decrease in the crack closure load as shown in LIDG

measurements in Figures 47, 49, and 51, with PC, (Pct"ur) at 0.32,0.23, and 0.22 of Pm., respectively.

Similarly, SAW measurements of P, continue to decrease in Figures 48 and 50. However, In Figure

52 and 54, the 'knee' of the ultrasonic opening curve appears to increase instead of decrease, and in
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Figure 31 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-269 pam (from pseudo-compliance) at the surface.
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Figure 33 Laser Interference Displacement Gage (LJDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-275 pm (from pseudo-compliance) at the surface.
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Figure 34 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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Figure 47 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-383 ism (from pseudo-compliance) at the surface.
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Figure 48 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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Figure 37 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-281 pm (from pseudo-compliance) at the surface.
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Figure 38 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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Figure 39 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-288 pm (from pseudo-compliance) at the surface.
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Figure 41 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c303 pm (from pseudo-compliance) at the surface.

15.86-
13.5

12,0

'S.S

4.5

1.5

0 25 50 75 1K8 125 150 175 2K
Amplitude (mV)

Figure 42 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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Figure 43 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-319 im (from pseudo-compliance) at the surface.
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Figure 44 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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Figure 51 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-476 ism (from pseudo-compliance) at the surface.

AAI_017

13.5

10.,

9.8
kN

4.51

4 , . "... *

.3,0

1.5

,eg

1~ 25 51 75 1N 125 159 175 NM
Amplitude (mV)

Figure 52 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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Figure 49 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-426 pm (from pseudo-compliance) at the surface.

AM_-016
15.9

13.5

11.5
"Ba

kN
7.5

6,S

3..
1.5

6 25 50 75 10 125 159 175 MU
Amplitude (mV)

Figure 50 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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Figure 53 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-525 pm (from pseudo-compliance) at the surface.
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Figure 54 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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Figure 56, the opening behavior appears to be somewhat anomalous, in that the crack reflection

amplitude increases to a maximum, then decreases with increasing force on the specimen. It should

De noted however that the crack length at the surface at this point is 587 micron:. 'hich corresponds

to an assumed half-penny shaped crack depth of approximately 294 microns, whiz) corresponds to

a wavelength normalized depth of maa-2.6. Previously, in section 2.1, it was stated that the rigorous

limit for the elastostatic approximations inherent in the long wavelength scattering theory, the

normalized depth casIl. In practice, the relationship between S3, and a is found to be single valued

up to values of .ta<2.4. Therefore, the seemingly anomalous behavior reported for scan AAI_019

is simply an indication of the maximum working depth for cracks in this material at a frequency of

4 MHz. In theory, cracks of this size and larger could still be measured ultrasonically by lowering

the frequency to producer a longer wavelength, and hence smaller wavelength normalized depth.

However, for very thin specimens, this is not possible because the thickness of the specimen must be

kept to approximately four wavelengths in order to keep the Rayleigh wave from decomposing into

a plate mode (Lamb wave). Further research is necessary to see if it is possible to continue to obtain

valuable size and opening information for interactions between surface cracks on one side of a

specimen and Lamb waves.

3. Discussion

3.1 Improved Ultrasonic Scattering Theory

The new calculations of the relationship between the reflection coefficient of an isolated semi-

ellptical surface crack and the crack depth are a dramatic improvement over the previous relationship

described in [2,91. The scattering theory equations presented in those references were only a crude

approximation for the case of cracks with aspect ratio, a/csl. The new calculations are exact for

crack aspect ratios in the desired range (to within the accuracy of the numeric integration

techniques). Additionally, the numerical techniques necessary for computation of the relationships

can be accomplished quite easily on an ordinary 386 based PC on a time scale of seconds. This level

of simplicity lends itself to the needs of the experimentalist in an ordinary laboratory environment.
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Figure 55 Laser Interference Displacement Gage (LIDG) measurement of fatigue microcrack opening
behavior for a crack with length 2c-587 ;A (from pseudo-compliance) at the surface.
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Figure 56 Surface Acoustic Wave (SAW) measurement of fatigue microcrack opening behavior depicted
in the previous figure.
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It should be noted that there are some additional calculations which could be performed using the

basic equations presented in this work for specialized studies in fatigue microcrack initiation, growth,

and opening behavior studies. For example, one might calculate the relationship between S21 and a

for constant values of crack aspect ratio, a/c other than unity. Families of curves depicting the

relationship between S21 and a at, say, a/c-.2, .4, .6, .8, and I could be used to ultrasonically measure

crack depth for specific conditions of residual stress at the surface which tend to force microcracks

to propagate at crack aspect ratios different than unity. Another variant would be to calculate the

relationship between S21 and a over a range of values of crack length at the surface, 2c, so that the

combination of optical measurement of crack length and ultrasonic measurement of the crack

reflection coefficient would allow the direct measurement of crack depth, a, beneath the surface.

This measurement requires that the value of the global efficiency, vj from Equation 30 be known

accurately [2].

3.2 Minimum Detectable Crack Size

The nonlinear digital processing algorithm termed Split Spectrum Processing (SSP) has been

demonstrated to be effective in separating the specular reflections from a real fatigue microcrack

from the nonspecular reflections generated by the microstructural features of the alloy which

surround the crack. This has greatly extended the usable size range over which fatigue microcracks

might be detected in other alloys of interest using the SAW backscatter technique. However, the

technique does have some limitations. First and foremost, measurements of SAW backscatter to be

analyzed must be made with tensile forces applied to the specimen so that the adjacent crack faces

are completely traction free. It has been observed experimentally that partial contact of adjacent

crack faces at intermediate values of applied force are seen to change the frequency content of the

backscattered specular reflection from the crack. The changing frequency content of the specular

reflector degrades the ability of the SSP algorithm to separate the echo from the microstructural

backscatter under these conditions. The reason for this is that the SSP algorithm must be precisely

'tuned' by a skilled ultrasonic experimentalist for a specular reflector with unique spectral
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information. The question of 'retuning' the filter bank for changing frequency content in the

reflector has not been solved to date. More research is therefore indicated in this area.

3.3 Fatigue Microcrack Initiation

The combined use of the SSP algorithm to process digitally acquired waveforms during a

fatigue microcrack initiation experiment has produced encouraging evidence for development of a

new technique for automating this process. In the present experiments, the SSP analysis is performed

by software on all digitally acquired signals after a microcrack has been visually verified by an

operator, in order to determine the number of cycles at which the crack was first detectable (currently

at a crack size of 20 microns in 2024 aluminum). Ideally, the digital filtering could be performed in

real time using commercially available filtering equipment, and the SSP processing of each digitally

acquired and filtered waveform would then be available as a feedback mechanism for stopping the

test when the fatigue microcrack was first acquired, instead of determining this after the fact.

However, at the present time there is a major obstacle to achieving this goal. It has been observed

experimentally that the 'tuning' process is dependent on the particular orientation of the transducer

on the specimen as well as the quality of the contact between the wedge and the specimen. For

example, optimizing the filter set for one experimental configuration does not yet guarantee results

of the same quality for the same transducer on an identical specimen with similar microstructure.

Measurements of the spectral composition of the transmitted ultrasonic wave have demonstrated that

it is virtually impossible to guarantee identical spectral composition once the transducer is moved or

replaced on the surface due to the small variations in the thickness of ti ,.juplant between the RTV

615 elastomer wedge and the specimen surface. More work remains to be done to see if this

experimental difficulty might be overcome. In any eveat, it remains a very useful advance in fatigue

microcrack initiation technology to have developed the capability to measure the crack size as a

function of the number of applied stress cycles without having to optically identify either the crack

location or crack size with a human operator.
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3.4 Comparison of LIDG and SAW Opening Measurements

The LIDG apparatus, while capable of exceedingly accurate measurements of crack opening

behavior and crack growth, still requires operator intervention in setting the upper and lower window

for limiting the CMOD data used to calculate the pseudo-compliance, and hence the crack opening

load. Results of the present work indicate that the SAW scattering technique contributes valuable

information concerning the crack opening behavior beneath the surface which is necessary to measure

the force necessary for complete crack opening for cracks above the minimum detectable crack size.

In principle then, the ultrasonically determined crack opening stress could be used as a real time

feedback mechanism to update the appropriate opening stress needed for the LIDG characterization

of crack growth during a fatigue test, resulting in the capability to design a fully automated testing

system for performing microcrack growth experiments.

4. Conclusions

4.1 An imp~roved scattering model has been developed in which the reflection coefficient of an

isolated semi a.iliptical surface crack can be calculated as a function of crack depth a and crack half

length at the surface, c, for any material for which the following material constants are known;

Young's modulus, Poisson's ratio, and the density. The numerical technique was accomplished on a

spreadsheet (Quattro Pro v. 2.0) with twenty iterations per calculation.

4.2 The minimum detectable crack depth for several alloys determined using the improved

scattering theory demonstrated that microstructural noise obscures the region from a crack size of zero

up to approximately 50% of the crack depth at which the long wavelength approximations limit the

rigorous application of the theory. This region is unfortunately the most importat during microcrack

initiation and growth.

4.3 A nonlinear digital signal processing algorithm called Split Spectrum Processing (SSP) has been

used to dramatically reduce the effect of the microstructuidi backscatter from the region around an
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isolated surface crack. A tensile stress normal to the crack faces must be applied to the specimen

containing the crack in order to achieve a traction-free surface to accomplish this effect. Nonzero

interfacial stress on the crack faces has been observed to interfere with the ability of SSP to improve

the signal to noise ratio.

4.4 Digital acquisition and subsequent SSP of SAW backscattered signals during fatigue

microcrack initiation experiments at uniform intervals of cycles has demonstrated the effectiveness

of a new experimental technique, termed 'ultrasonic replication'. The apparent ability of the

technique to record the size of microcracks in the range between 20 and 200 microns while at the

same time eliminating the need for optical techniques could prove useful in automating the

experimental evaluation of laboratory specimens.

4.5 Comparison of ultrasonic measurement of microcrack opening behavior with laser

interferometric measurement of microrcrack opening behavior has demonstrated the ability for the

SAW backscatter technique to augment the LIDG technique and has the potential to completely

automate the detection of the magnitude of applied stress necessary to cause adjacent crack faces of

surface microcracks to become traction free.
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ABSTRACT

The stress response of a titanium-aluminide-silicon-carbide-fiber-

reinforced metal-matrix composite has been studied. The investigation was

conducted using a two-dimensional axisymmetric finite element model of a

unit cell of the composite. The model was generated with the ADINA-IN

finite element program preprocessor. A strain-rate dependent unified

state variable constitutive model was implemented into the ADINA finite

element program to analyze the material's time-dependent inelastic

response. The composite system was subjected to various time-dependent

cooling profiles in an effort to reduce the residual stresses that

initiate radial cracks in the matrix. The cracks originate at the fiber-

matrix interface as the material is cooled from its consolidation

temperature to room temperature.
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1. INTRODUCTION

Ever since the gas turbine engine has been used to power modern

aircraft, scientists have been involved in a search for new materials from

which to manufacture the components. As technology progresses, so does

the demand for reductions in weight and increases in fuel efficiency. The

requirements for improved high temperature performance while maintaining

structural integrity have begun to exceed the capabilities of todays

leading alloys. Thus, research has been directed toward the development

of high temperature materials such as ceramics and intermetallic

composites. One material which is a candidate for meeting these demands

is the titanium-aluminide-silicon-carbide-fiber reinforced metal-matrix

composite.

The first major obstacle which must be overcome in this type of

material, is associated with the residual-stress field developed as a

result of the manufacturing process. The consolidation process occurs at

a temperature of 950*C or greater. At this point, the silicon-carbide

fibers are bonded to the titanium-aluminide matrix. As the material is

cooled to room temperature, cracks originate at the fiber-matrix interface

and propagate radially through the matrix. The matrix cracking is due to

the matrix material shrinking a greater amount relative to the fiber per

degree celsius as expressed by the differing values of the coefficient of

thermal expansion for the two materials. The preliminary stages of matrix

fracture are evidence that the material exhibits nonlinear behavior which

will act to decrease the service life of the material. Another impediment

which adds to the complexity of the problem is the lack of knowledge
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pertaining to the nature of the fiber-matrix bonding mechanism. The

interface could be a result of a reaction that is purely mechanical,

purely chemical or a combination of the two. The finite element technique

can be used to analyze the residual-stress field as well as to examine the

fiber-matrix interfacial bond.

2. OBJECTIVES OF THE RESEARCH EFFORT

The objectives of this research program were to improve upon an

existing constitutive model that had been added to the ADINA finite

element program and to use this improved code for investigating the time-

dependent thermomechanical behavior of a silicon-carbide/fiber/titanium-

aluminide matrix composite system. The constitutive model was modified to

simulate the dislocation climb process which results from thermal energy.

An optimum finite element mesh was also selected in this study. The

material behavior was then examined for various cooling profiles and

thermomechanical loading conditions.

3. CONSTITUTIVE MODELS

To model all aspects of the mechanical behavior of titanium

aluminide composites, some form of a viscoplastic theory must be

considered. One approach is to implement classical viscoplasticity. This

method involves the combination of a plasticity theory with a creep law.

This technique is commonly used and is available within most commercial
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finite element packages. An alternative approach to classical

viscoplasticity is unified constitutive theory.

3.1 Classical iscoplasticity

Classicei viscoplasticity theory is based -n the principal that the

total strain is separated into four individual components

TOTi C T (1

where i is the total strain, d4j is the elastic strain, £dj is the

plastic strain, eci is the creep strain and t is the thermal strain.

One of the obstacles to modeling the mechanical behavior with the

classical approach is that the plastic and creep strain equations must be

coupled. Since the two entities are derived from entirely different

tests, tensile and creep, respectively, this coupling is often difficult

to achieve.

3.2 Unified State Variable Constitutive Theory

Unlike the classical viscoplasticity model, the unified s-ate

variable constitutive model combines both of the nonlinear creep and

plastic s "ains into one term. The strain compatib 1 ity equation for such

a unified model is

TOT 8-6 T (2)
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where 4' is the inelastic strain and is defined as

1 P C (3)

The inelastic strain term eliminates the problem of differentiating which

segment f the total strain is due to plasticity and which segment is due

to creep. Therefore, the need for coupling the two strains is fulfilled.

In addition to the strain compatibility equation, the constitutive

model contains an associated flow lay which relates the resulting strain

rate to the applied stresses and the state variable evolution equations.

The evolution equations are used as a means of representing the changes of

the material within its microstructure. For the purposes of this

research, the flow rule developed by Bodner and Partom [1] and modified by

Ramaswamy and Stouffer [2] was selected. This flow rule contains two

state variables, one representing the back stress, Oi% and the other

representing the drag stress, Z.

4. The Un fied Constitutive Model

In general, the advantage of using a unified state variable

constitutiue model is its internal coupling or unification of the plastic

and creep strains into one inelastic strain. The modified model of Bodner

and Partom which was selected for this research, has additional

advantages. It is not based on a yield criterion, therefore, it is not

ecessary to specify loading and unloading conditions. The theory also

allows for both isotropic and kinematic hardening, as well as, thermal

recovery and relaxation. For the purposes of this research, state
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variables are particularly useful in the modeling of anela, ic recovery.

At elevated temperatures, when the material is loaded such that inelastic

strain occurs and is then unloaded, there is a time-dependent recovery of

these residual inelastic strains. The resulting inelastic-strain rate is

a function of the current value of the internal stress field subtra d

from the externally applied stress. Therefore, the hysteretic behavior of

the material can be modeled whenever this difference is nonzero.

4.1 Associated Flow Equation

The original Bodner inelastic flow equation includes a drag stress

state variable. The drag stress state variable is a macroscopic measure

of the material's resistance to inelastic flow. Ramaswamy and Stouffer

improved the model by adding a state variable to account for the kinematic

hardening associated with the back stress. The proposed equation for

inelastic strain rate is

1 Z ] S-O~j(4)
-D"Oexp 7 3q2

where

Kgn 1 (Sjj-Oi) (Sil-oi) (5)

and

u 1 j (6)
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The temperature dependent material constant which characterizes the

limiting strain rate is D., n is a temperature-dependent material constant

controlling the strain-rate sensitivity and Sj is the deviatoric stress

tensor.

4.2 Drag Stress Evolution Equation

The drag stress, Z is a scalar quantity which simulates the long-

term cyclic hardening or softening of the material. In terms of the

microstructure, the drag stress is attributed to and/or associated with

the restriction in glide of mobile dislocations due to second phase

precipitates, dislocation-dislocation interactions, etc. It is a uniform

resistance to plastic deformation. The change in the flow resistance due

to work hardening is represented by

2=m(Z1-Z)W' (7)

initially Z(O) - Z., m is the material constant controlling the rate of

hardening Z, is the saturated value of the drag stress and the inelastic

work rate is

01ma tl(8)

4.3 Back Stress Evolution Equation

The back stress, Oij, is a tensorial value which characterizes the

fork hardening or softening in the material. The evolution equation for
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the back stress is expressed as

(9)

where the total back stress rat, 1i± has been decomposed into elastic,

M, and inelastic, Mi) components.

The elastic component of the back stress is given by

eii =f3SiJ (10)

where f3 relat s the elastic component of the back stress to the deviatoric

component, Sij of the externally applied stress and is a function of the

temperature. As the term implies, all of the deformation due to this

component of the back stress is recovered upon the unloading of the

composite.

,he inelastic component of the total back stress rate is

W ff13 ,O f ff(1

where f, is a temperature dependent material constant, 0. is the maximum

value of the back stress determined experimentally from uniaxial tensile

test and

•1f 2J 1 (12)if f Jiij

Because the back stress is a long-range effect, even at different strain

rates, the same value of back stress for the same value of strain can be

used. This independence of strain rate justifies the omission of the

inelastic-work rate.

87-10



4.4 Back Stress Relaxation Equation

At high temperatures and constant stress, a decrease in dislocation

pile-ups has been observed to occur. This decrease has been attributed to

the thermally activated process of dislocation climb, which occurs over

long periods of time. This relaxation in the back stress during creep was

observed by Ramaswamy and Stouffer in Ren6 80 at 7600C and by Sherwood and

Stouffer (3] in Ren6 95 at 6500C.

To account for the relaxation of the maximum attainable back stress

during a creep loading, the back stress recovery is modeled as

eZ A [ (-Q) (13)

where 0 ,.t is the steady-state value of the back stress found from the

creep data, Q.(t-0) is the saturated value of the back stress found from

the tensile data, 3J2 is the square of the effective applied stress, a. is

a constant introduced to nondimensionalize stress and A and r are material

constants to control the time dependence.

5. INCORPORATION OF THE UNIFIED STATE VARIABLE CONSTITUTIVE THEORY INTO
ADINA

In most major commercially available finite element codes, there

exists a procedure for implementing a user supplied material model in a

subroutine. This subroutine allows the user to provide the finite element

code with a customized stress-strain relation. In this way, the Bodner-
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Partom unified state variable constitutive theory can be integrated into

a finite element package.

The Automatic Dynamic Incremental Nonlinear Analysis (ADINA) program

(41, developed by ADINA Research and Development, Incorporated of

Watertown, Massachusetts contains a subroutine which is capable of

handling a constitutive model for two-dimensional solid elements. For the

current investigation the user supplied subroutine CUSER2 contains the

algorithm of the modified Bodner model and is written using FORTRAN. Once

the routine has been coded, it is compiled and then linked with the rest

of the ADINA object files to create a customized executable code.

5.1 User-Supplied Subroutine Procedure

The utilization of the user supplied subroutine CUSER2 by ADINA

involves the updating of the incremental stresses and internal state

variables from time t to time t+At based on strains which were determined

prior to the call of the routine. These total-strain increments are

divided into subincrements for each element. The subroutine is then

called for each subincrement and for all individual Gauss points within

the elements. The four stress components are defined as

01 = ay
02 m ozz (14)
03 m '7 z

04 = Oxx
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5.2 Algorithm of the CUSER2 Subroutine

The subroutine CUSER2 is called by the main program of ADINA for

each integration point in each individual two-dimensional solid element.

The subroutine has four sections which are controlled by the parameter,

KEY.

5.2.1 Beginning of Analysis, KEY - 1

When the parameter KEY is equal to one, the subroutine proceeds with

the initialization of the components of the real and integer working

arrays. To begin, several files are opened to allow for the permanent

storage of output. Of these files, one is used to store the values of the

back stress, and another to record the history parameters, i.e. stress,

strain, back stress, temperature and thermal strains. The material

constants for the titanium-aluminide composite, which were determined by

Stouffer (5] and modified by Sherwood and Boyle (6], are read into CUSER2

from data file MATCON. Also included in the MATCON file are the

coefficients of thermal expansion, a, the creep constants, A and r, the

lower limit of the relaxed back stress in creep G.a, the maximum and

minimum values of the effective stress in creep ji and ao. The material

constants of Poisson's ratio v and D. are initialized. The maximum number

of elements and the maximum number of integration points for each element

are also initialized when KEY equals 1. Similarly, the arrays containing

the histories of the internal state variables such as the drag stress

Z(NEL,IPT) and the back stress BCKSIG(NEL,IPT,IDIR) are initialized for
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the current element and integration point, where NEL is the element

number, IPT is the integration point and IDIR is the stress direction.

5.2.2 Updating the Stress Vector and Internal State Variables, KEY - 2

The variable KEY is equal to two for each of the subincrements

within a time step. This section of .;SFR2 is used to calculate the

element stresses based on the incremental tLc.ins passed into the routine

from the main ADINA program.

The subroutine FEPCON5 is within the KEY equals two section of

CUSER2. When ADINA passes the incremental strain into CUSER2, it is the

total strain minus the thermal strain, i.e. the elastic plus inelastic

strains. The function of FEPCON5 is to determine which part of the strain

increment is elastic and which part is inelastic. Once this separation

has been accomplished, FEPCON5 proceeds to calculate the stress and back

stress increments. The values are then returned to CUSER2 to update the

total stress and total back stress variables.

Initially, when ADINA passes the parameter KEY equals 2 into CUSER2,

the program recalls the current value of the drag stress for element, NEL

and integration point, IPT. The constant values of E, ahilnat fl, f3, Zo

and n are obtained from an interpolation subroutine, INTERF, called from

within CUSER2. The interpolation occurs for temperatures ranging from 210C

to 982*C. The subroutine FEPCON5 is then called by CUSER2 to begin the

strain-separation analysis.

The total stress vector can be divided into two separate components,

the hydrostatic stress and the deviatoric stress. The hydrostatic stress

87-14



is defined as

hyd = l+a2+a (15)
3-

where a,, a2 and a4 are the normal components of the total stress. The

magnitude of the hydrostatic stress, ahyd, can be subtracted from the total

stress, aj, to yield the deviatoric stress, Si, which is responsible for

the inelastic deformation. The expression for this calculation is

Sj=oa-ifactl * ahyd (16)

where ifactl is equal to 1 when ai is a normal component and 0 for the

shear stress, a3 . Just as the total stress vector can be divided into two

components, hydrostatic stress and deviatoric stress, so can the total

strain vector, ri. The total strain is a combination of the volumetric

strain or average normal strain, c. and the deviatoric strain, ei, which

is associated with the change in shape of a specimen. The average normal

strait '- e- fined by

Lav. z £1+£2 4 (17)
-----

where El, C2 and C4 are the normal strain components. The deviatoric

strain is expressed as

4

eR Lj c- ca.v (18)

where ci is the total strain increment vector. Thus, the total deviatoric

strain vector, ej, can be found from the strain components which originally

were passed from ADINA to CUSER2. The square effective stress, 3K2 , due

to each of the stress components is then accumulated and the square of the
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total effective stress is determined by

3K2  (s-0, (s,-0, (19)

The total deviatoric strain increment less the thermal strain increment

can be separated into elastic and inelastic components

Aei-,&ei+Aei (20)

where Ael is the elastic deviatoric strain increment and Aef is the

inelastic deviatoric strain increment. The inelastic deviatoric strain is

expressed as

ei=sef-ifactl * C ,  (21)

where cf is the inelastic component of the total strain where ifact is as

defined in Equation 16. However, the inelastic component of the average

normal strain, 4,v. is not associated with a change in volume and is

therefore equal to zeto. It follows that the effective inelastic strain

is then equal to the effective inelastic deviatoric strain and ex equals

cf. The effective inelastic flow increment is determined as

A~',-Ae'f 3 Dexp l~} T(22)

where Ar is the time step size. The inelastic deviatoric strain increment

in the ith direction is given as

Ie Ic I Si Asi-oi-Ani
Aej- A - Areff T (23)
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The elastic component of the deviatoric strain increment is

Ae =-T (24)

where G is the shear modulus of the material and ASi is the deviatoric

stress increment. Equations 23 and 24 are then substituted into Equation

22 to yield

Aei- S'-Oaelff= AS1 Ae - AOi- (25)

V3T2- ~ V3X27 FK

Recall that Si and Ql are cumulative values and are therefore known, K2 is

calculated from Equation 19, AeZf is found from Equation 22 and Aej is

found using Equation 18 and the values passed from ADINA. Equation 25

contains two unknowns, AS1 and Afi which are the initial estimates for the

deviatoric stress and back stress increments for each of the four

independent stress directions. Therefore, a second equation is needed to

solve for the unknowns. The necessary equation is derived from the back

stress evolution equation and is expressed as

f Aez- 3fj Ae If f -f3 ASi + Ani (26)

Equations 25 and 26 yield four sets of two equations and two unknowns and

can then be used to solve for the eight unknown values of AS1 and AMi.

To ensure that the time step size was not too large, a check for

convergence was implemented into FEPCON5. Figure 1 shows a graphical

representation of this technique. To begin, a new value for the effective

stress, (3K2)*, Equation 19, is calculated using the new estimated values

for the deviatoric stress and the back stress at time t+At. If the
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0 t+ At

t+ Asi

AS!

Figure 1 Schematic Illustrating Check for
Convergence

estimate of the new effective stress is greater 1.0, then inelastic flow

has potentially begun and convergence of the effective stress must be

examined. CUSER2 calculates the effective stress for the time step

defined by ADINA, AT. To ensure that this time step is not too large to

maintain the solution within the set tolerance on convergence, the routine

will automatically subdivide the time step into two equal intervals. If

the stress result of these two subintervals of size Ar/2 is not within the

prescribed tolerance of the effective stress for the time step, AT, then

the routine will continue to subdivide the interval by two until the

totals are within the prescribed tolerance. The subroutine will then

proceed with updating the back stress and total stress variables.

T update the total stress and back stress vectors, the elastic and

inelastic components of the deviatoric strain must be calculated using the
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new values of ASi . These equations appear as follows

Aei - Ai (27)

and

Ae - Ae - Ae' (28)

The total-stress step is found using the new values for the elastic

deviatoric strain vector

&, - 2 * G ie + 1factl * (3 *Y *Ac&Ve)] (29)
1 -2 y 1

where ifactl is equal to 0 if Aaj is a shear stress increment and 1 for all

normal stress increments. The total stress is then

i old + a, (30)

where oi is the total stress and oald is the previous value of the total

stress. The back stress is then updated

0, " old + An, (31)

where Qj is the total back stress and Wi0 d is the previous value of the

total back stress. The second stress invariant, J2 , is also accumulated

by

2 (32)J2 - 2 -
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Finally, the effective inelastic strain increment, Ael.ff, is accumulated

as

e. - (Aei) 2j3(Ae)2] (33)
i= #3

and the effective inelastic-strain rate during the time step of At is

determined by

,6. . Ae;,f (34)

If the estimate of the new effective stress is less than 1.0, then

the deformation is assumed to have remained in the elastic range and the

inelastic strains are zero. The total stress and back stress variables

may then be updated as previously described and the values for the

effective inelastic-strain increment and effective inelastic-strain rate

are assumed to be zero.

In either case, upon the return to CUSER2 from FEPCON5, the

saturated back stress recovery is calculated

As.=a o[ 2(:1 . (35)

The value for the saturated back stress is then updated for time t+At

OC)-Q+.A4 A (36)

At the end of KEY equals 2, the drag stress state variable must be

updated. To update this variable, the inelastic-work rate must first be
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accumulated

aim } old I (37)

The drag stress rate is then

2.m(Zi-Zt)W-A 1 NZ 2 1 (38)

where Z, and Z2 are the maximum and minimum values of the drag stress, Zt

is the current value of the drag stress at time, t, A, and R1 are material

constants to control recovery rate and m is a material constant

controlling the rate of hardening. The drag stress at time t+At is

updated as

Zt.Atfzt+2At (39)

The subroutine then returns to ADINA for the next phase of analysis.

5.2.3 Calculation of the Constitutive Matrix, Key - 3

When KEY equals 3, ADINA calls for the constitutive matrix to be

updated for each integration point. For the two-dimensional, axisymmetric

model under consideration, the subroutine must be capable of determining

the stiffness matrix for axisymmetric elements. The general form of the

stress-strain relation for a homogeneous isotropic material is

Aoia.Olc (40)
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where the tangent stiffness matrix, Dij is given by

[K1 K2 0 K2]
D K2 K1 0 K2  (41)

Dij= 1 0 K3 0 (

LK2 K2 0 K4

In Equation 41, the values of the tangent stiffness matrix, K1 , K2, K3 and

K4 are expressed in terms of the tangent elastic modulus, Et and tangent

value of Poisson's ratio, mt. For the axisymmetric case

K1  Et(l-t) (42)KI=(l+Vt)(l_2-Vt)

Etmt (43)K2 - Mlt) (1_2-t)

K3  t (44)

and

K, a K, (45)

The values for the stress and strain increments were previously determined

by CUSER2, therefore the only remaining unknown values which characterize

the mechanical behavior of the material are those of the stiffness.

Equation 40 consists of four equations and has 3 unknown quantities, K1 ,

K2 and K3. The value of K, is a function of the other parameters.

Consider, however, the situation in which the applied load generates only

normal stress increments. The means of finding K3 is then liminated

Also, if normal stress increments are identically zero thet. K, and K2

cannot be determined. The problem may be circumvented by the equation for
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the shear modulus

Et (46)

where Gt is the tangent shear modulus, Et is the tangent elastic modulus

and vt is the tangent value of Poisson's ratio. Therefore, if the

situation occurs where K3 cannot be determined from the existing equations,

then Equation 46 may be used to find the shear modulus provided Et and V,

are known quantities. Hence, the unknown variable may be determined. On

the other hand, if K, and K2 are indeterminant, Gt can be found from the

shear-stress and shear-strain increments. However, Equation 46 provides

only one equation for the two unknown values of Et and Pt . It is then

assumed that the changes in Yt are negligible compared with the changes in

Et . Using the current value for Poisson's ratio, the elastic modulus is

then determined and K, and K2 are easily calculated.

5.2.4 Printing of Element Response, KEY - 4

When KEY equals 4, CUSER2 prints the stress and strain values to an

output file. This printing occurs only at the request of the user. The

values are printed for all nine gauss points of each element.

6. FINITE ELEMENT RESULTS

The temperature-dependent material constants used in the material

model were obtained from a previous study conducted by Stouffer and are
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Temperature E Ohi asat f, f3 Z0  n
0C MPa MPa MPa MPa MPa

21 94065 603 476 144375 0.7926 484 1.30

93 91238 562 435 65317 0.7800 484 1.30

204 88817 500 377 36437 0.7665 491 1.25

316 89328 450 341 55000 0.7740 517 1.12

427 73165 425 327 68750 0.7680 551 1.00

538 70333 381 280* 78375* 0.6572* 970* 0.87

649 44035 351 214 88000 0.5000 1649 0.70

760 25012 277 123 17187 0.3500 4348 0.52

871 18953 174 25 7562 0.0010 49012 0.30

982' 18000 62 18 4000 0.0001 5000000 0.15

Revised for the current study

Extrapolated for the current study

Table 1. Material Parameters as a Function of Temperature

given in Table 1. In that study, the material constants were

backcalculated from the experimental data. However, due to the poor

quality of the test data at 9820 C, Stouffer was unable to backcalculate

material constants for this temperature. By extrapolating from the data

at the lower temperatures, material constants for titanium aluminide at

982*C have been estimated by Sherwood and Boyle. The material constants

for the back stress evolution equation as determined by Stouffer at 538*C

deviated considerably from the rest of the temperature-dependent material

constants. To minimize this deviation, new material constants were

interpolated by Sherwood and Boyle for this temperature point in the

current study and are given in Table 1. In the following results, the
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Gauss point of the highest stress is discussed for the composite system,

this point is the one nearest'the fiber-matrix interface.

6.1 Tensile Response of a Titanium Aluminide Uniaxial Bar as a Function

of Temperature

The first set of computational exercises to demonstrate the

capability of the CUSER2 subroutine in ADINA was to model the mechanical

response of uniaxial test specimens to an applied strain rate of 8.33x10 4'

sec -1 . The model consisted of four 8-noded axisymmetric elements with one

end constrained from displacing in the axial direction while the four

sides of the bar were free to move in the lateral directions. The other

end of the bar was displaced in the axial direction at a set strain rate.

Such boundary conditions permit only the axial stresses to be nonzero.

The stress-strain results of these simulations are shown in Figure

2. The nine tests range from 21*C to 871*C in temperature. In this figure,

it can be seen that the saturation stresses and elastic moduli increase

with decreasing temperature. The model also captures the stress drop

phenomena that has been experimentally observed to occur at 204 and 3161C.

This stress drop phenomenon cannot be captured by a bilinear elastic-

plastic model.

6.2 Thermal Cycle of a Titanium Aluminide Bar Constrained at Both Ends

To analytically investigate the thermomechanical response of

titanium aluminide, a bar of the matrix material was subjected to a
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Figure 2 Tensile Response as a Function of
Temperature

thermal fluctuation and restrained from axial displacements at its ends.

As in the tensile test simulations, the bar was free to expand in the

lateral directions. Hence, only nonzero axial stresses were generated in

the bar. The temperature varied linearly with time from an initial value

of 950*C to a minimum of 210C and back up to 9500C. These temperature

limits of 9500 and 210C were chosen to correlate with the high temperature

at which .ie matrix and the fiber are consolidated during the

manufacturing process of the composite system and room temperature,

respectively.

The results from using the elastic-plastic bilinear material model

that is supplied with the ADINA program and the user supplied CUSER2

material model are given in Figure 3. Both models demonstrate essentially

the same material response during the cooling process. However, the
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Figure 3 Stress Response as a Function of
Temperature of a Constrained
Titanium-Aluminide Bar

bilinear model exhibits a distinct kink, i.e. discontinuous stress

behavior as a function of temperature.

6.3 The Axisymmetric Finite Element Model

The axisymmetric model used in this study is shown in Figure 4. The

height of the elements shown are exaggerated here for visual purposes. In

the actual model, the aspect ratio is different than what is inferred in

Figure 4. The contact option which is available in ADINA was used in this

model to allow the fiber and the matrix to expand and contract differently

in the radial direction. The coefficient of friction in this case, was

assumed to be 0, therefore, the fiber and the matrix were free to slide in

the axial direction.
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Figure 4 Finite Element Mesh of One-Layer
Axisymmetric Model with Contact
Elements at Interface

The top surface of the model must be constrained to remain plane in

that the model represents a finite layer in the composite which is a

sufficient distance from the free surface to eliminate end effects. The

ADINA program has a constraint command which can be used to force a plane

of nodes to remain plane. However, a node belonging to a contactor group

of which the fiber half of the contact surface is a member, cannot have

prescribed displacements, i.e. it must have independent degrees of

freedom. As a result of this requirement a rigid element must be applied

above the contactor element in the fiber. The rigid element has an

elastic modulus which is 1000 times that of the fiber. Therefore, the top

surface of the fiber element which contains the contactor node is forced

to displace the same amount in the Z direction as rigid element. The top
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surface of the rigid element is constrained to displace by the same amount

in the Z direction as the top surface of the matrix and the remainder of

the fiber. The overall effect forces the top surface of the composite to

remain plane under an externally applied load.

The goals of this research were to understand the stress field which

is responsible for the cracking that occurs at the fiber-matrix interface

during the manufacturing process, i.e. cooling of the composite after

consolidation, and to provide a basis for comparing future simulations of

thermomechanical cycling of the composite system using the unified

constitutive model. Thus, the stress components in the axial, radial and

hoop directions as denoted in Figure 5 are of primary importance.
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Figure 6 Axial Stress Response During One
Thermal Cycle for the Metal-Matrix
Composite Using the Unified
Constitutive Model

6.4 Stress-Strain Response of the Composite Structure to One Thermal
Cycle Using the Unified Constitutive Theory vith Contact Elements

The composite was subjected to a pure thermal cycle and analytically

investigated using the unified constitutive theory. Contact elements were

used at the fiber/matrix interface. The initial temperature coincided

with the consolidation temperature of 9500C. The temperature was then

reduced to 210C in 3600 seconds and then, in the same time frame, reheated

to its consolidation temperature. The axial stress verses temperature

curve is shown in Figure 6. As the composite is cooled to room

temperature, the stress increases to a maximum value of approximately 280

MPa. During the reheating portion of the cycle, the material experiences
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Figure 7 Thermomechanical Load Applied to the
Composite Model

a compressive stress due to the inclusion of the back stress in the

constitutive model.

6.5 Simulation of a Thermal Cyclic Load Followed by a Cyclic Mechanical
Load at Constant Temperature

The model was subjected to a thermomechanical load as shown in

Figure 7. The initial temperature of the composite was 950°C, which is the

consolidation temperature. It was then cooled to room temperature, 210C

in 3600 seconds and subsequently reheated to 6500C in 2946 seconds. For

the remainder of the simulation, the temperature was maintained at this

level. A pressure of 2285.7 MPa was applied to the end of the fiber in

1091 seconds. The mechanical load was then decreased to 228.57 MPa,
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Figure 8 Stress Response of the Composite
During a Thermal Cycle Load Followed
be a Cyclic Mechanical Load at
Constant Temperature

reloaded to 2285.7 MPa and finally, returned to zero. The period for one

mechanical cycle was 2182 seconds.

The model was investigated using the time-dependent constitutive

equations incorporated into ADINA. The plots of axial, radial, hoop and

effective stresses verses time are shown in Figure 8. As the composite is

cooled to room temperature, the axial stress increases to approximately

380 MPa and upon cooling decreases to -40 MPa. The compressive residual

stress that the composite is experiencing at the end of the temperature

cycle is due to the presence of kinematic hardening as captured by the

back stress. The compressive residual stress is also present in the hoop

stress. When the composite has been reheated to the 6500C point, this

residual hoop stress remains at a constant level approximately -90 MPa,
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due to the purely axial mechanical load. The radial stress is purely

compressive as the material is cooled and remains unaftected by the

externally applied mechanical load. The effective stress which is the

primary cause of the matrix cracking, reaches a peak at 450 MPa when the

composite is cooled to room temperature. Upon reheating to 6500C the

stress decreases to approximately 25 MPa. The application of the

mechanical load causes the effective stress to climb to almost 200 MPa

where it then cycles back and forth between 200 and 90 MPa.

6.6 Simulation of a Thermal Cyclic Load Followed by Constant Mechanical
Load Combined with a Temperature Cycle

A second loading condition, as shown in Figure 9, was applied to the

finite element model and run in ADINA with the unified constitutive

theory. The composite was cooled from 9500C to room temperature in 3600

seconds and then immediately reheated to 650*C in 2945 seconds. At this

point, the temperature was held constant for 1091 seconds, while a

mechanical load of -1713.9 MPa was applied to the fiber. Then the

material was cooled to 1500C in 2400 seconds, reheated to 6500C in 2616

seconds, cooled to 1500C in 2509 seconds and finally, reheated to 650*C in

2509 seconds. Figure 10 is a plot of stress verses time. As the

composite is cooled, the axial stress increases to approximately 240 MPa.

Reheating the material results in a compressive stress. Again, this is

due to the kinematic hardening associated with the back stress. The

stress then oscillates between 270 and 50 MPa as the thermal load is

applied.
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Figure 11 Creep Response of a Uniaxial
Titanium-Aluminide Bar at a
Temperature of 6490C

6.7 Creep Response of a Uniaxial Titanium-Aluminide Bar

A preliminary investigation of the creep response of the titanium

aluminide was conducted. A bar of the matrix material consisting of four

eight-noded axisymmetric elements was subjected to a pressure loading of

241 MPa at a temperature of 649°C and the lateral surfaces were constrained

to remain plane. Figure 11 is a plot of strain verses time for the

experimental test and the finite element model. From this plot it is

evident that the evolution of the drag stress was not captured by the

model. Due to lack of experimental data, the value of m was set to zero.

The minimum creep rate, however, has been successfully modeled as can be
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Figure 12 Creep Response of a Uniaxial Bar at a
Temperature of 7000 C

seen by the matching slopes of the two curves. Figure 12 shows similar

results for a creep test run at the temperature of 700*C.

6.8 Effects of the Back Stress Relaxation on the Material Response of
the Composite Structure

The addition of the back stress relaxation equation to the constitutive

model allows for the modeling of the reduction in the back stress due to

the dislocation -limb mechanism. The composite model was subjected to a

temperature load in which the material was cooled from the consolidation

temperature to 649*C in 1166 seconds, held at this temperature for lO0O

seconds and then cooled to room temperature in 2434 seconds. The plot of

effective stress verses temperature is shown in Figure 13 for the
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Figure 13 Effective Stress Response as a
Function of Temperature for the
Composite Model Due to Back Stress
Relaxation at 649-C

previously described loading condition as well as a pure cool-down without

a hold time. It is evident that as the composite is being cooled from 950

to 6490C the deformation is purely elastic. At approximately 500C

inelastic deformation begins. Dislocation climb occurs in the composite

during the hold time causing a decrease in dislocation density in the slip

plane. The result of this recovery mechanism is a reduction in the back

stress. The cooling process is one of strain-rate control, where the

thermal strain is controlled by the temperature. Hence, the elastic and

inelastic-strain rates are fixed and only the back stress, OL and the

stress, li can vary due to holds. The inelastlc- strain rate is a function

of Z/K . Therefore as the back stress, decreases, the stress, ai also

decreases and these decreases lead to a lower effective stress than that
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Function of Time for the Composite
Model Due to Back Stress Relaxation
at 649*C

which is necessary to maintain the constant inelastic-strain rate for no

hold time. This reduction in stress is shown graphically in Figure 14 for

the effective ;tress. Similarly, the radial, axial and hoop stresses are

reduced due to the material relaxation as shown in Figures 15, 16 and 17,

respectively.

A second relaxation test was performed with the composite model.

For this case, the composite was cooled from the consolidation temperature

of 9501C to 700*C in 968 seconds, held for 1000 seconds and then cooled to

room temperature in 2632 seconds. Again, the effective stress level

decreased due to the drop in back stress during the hold time. This

decrease can be seen in Figures 18 and 19. Also, as is shown in Figures

20, 21 and 22, the radial, axial and hoop stresses showed a slight

decrease due to the stress relaxation.
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7. CONCLUSIONS

It can be concluded from the results of this study that the

implementation of the unified state variable constitutive theory into the

ADINA finite element program yields important information pertaining to

the mechanical behavior of the fiber/matrix system. From the preliminary

tensile tests of the constitutive model in ADINA, it was found that the

model had the capability of capturing such material response as the stress

drop phenomenon which would not be observed in a bilinear elastic-plastic

model. A reasonable finite element mesh was selected after extensive

comparisons of a variety of models. It was observed that the composite

model experienced a decrease in the back stress due to the recovery

mechanism by dislocation climb. This decrease in the back stress resulted

in a decrease in the radial-, axial-, hoop- and effective-stress

components necessary to maintain the strain rate. The strain rate is

controlled by regulating the time interval over which the temperature load

is applied.

As a result of this study, insight has been gained as to the

magnitude of the residual stress field located at the fiber/matrix

interface. Fracture mechanics theory can now be applied to increase the

understanding of the mechanisms of crack initiation and growth. Once the

residual stress field in the region of the crack tip reaches a critical

value, growth will occur. Therefore, the determination of the stress

intensity factor for the composite geometry and loading conditions is

critical in determining the actual load carrying capabilities of the
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material. This knowledge can now be used to investigate the matrix

cracking which occurs during the manufacturing process.

8. RECONOKEDATIONS FOR FUTURE RESEARCH

It is recommended that the finite element modeling of the mechanical

behavior of the titanium-aluminide composite through the unified state

variable constitutive theory be continued. Further experimentation with

cooling profiles should be conducted in an effort to alleviate the matrix

cracking. In addition to the analysis involving different cooling

profiles, the nature of the interfacial bond between the fiber and the

matrix should be considered more closely. As was mentioned previously,

the bond is most likely a combination of compressive normal forces and

coulomb-friction forces exerted axially. Therefore, the effects of

different values for the coefficient of friction should be analyzed. To

consider the bond in an even more realistic sense, there may be some form

of sawtooth mating of the fiber to the matrix. To model this bonding

mechanism, the elements at the interface would need to be modified.

Further analysis involving fracture mechanics should also be conducted to

investigate the stages of crack growth and to determine the stress

intensity factor in an effort to predict the life of the material.

The unified constitutive theory of Bodner and Partom has also been

extended by Sherwood (7] to include material damage. This deterioration

of the material's load carrying ability is included in the model through

an additional state variable. A method for determining the material

constants associated with the damage equation has also been developed by

87-44



Sherwood. The implementation of the damage state variable into CUSER2

should be considered in order to fully characterize the material response.

87-45



9. REFERENCES

1. Bodner, S. R. and Y. Partom, "Constitutive Equations for Elastic

Viscoplastic Strain Hardening Materials," ASME Journal of AR~lied

Mechanics, Vol. 42, 1975, pp. 385-389

2. Ramaswamy, V. G., D. C. Stauffer and J. H. Laflen, "A Unified

Constitutive Model for the Inelastic Uniaxial Response of Rene 80 at

Temperatures bet'.een 5380C and 9820C," ASME Journal of Engineering

Materials and Tecnnology, Vol. 1i2 No. 3, 1990, pp. 280- 6

3. Sherwood, J. A. and D. C. Stouffer, "A Phenomeno ogical Based

Constitutive Model With Damage for Ren6 95," (submitted for publication),
1990

4. ADINA-A finite element program for automatic dynamic incremental
nonlinear analysis, ReporrARD 89-1, ADINA R&D, Inc., Watertown, MA, 1989

5. Stouffer, D. C., Fival Report on Inelastic Deformation Modeling of
Titanium Aluminide Matrix Material, General Electric Contract No. 201-LS-
LlP15231, 1988

6. Sherwood, J. A. and M. J. Boyle, ".nvestigation of the Thermomechanical
Response of a Titanium Aluminide Metal Matrix Composite Using a
Viscoplastic Go,. titutive Theory," Report for USAF-UES Summer Faculty
Research Program/Graduate Student Research Program, 1989

7. Sherwood, J. A., "A Constitutive Model with Damage for High Temperature
Superalloys," Ph.D. Dissertation, University of Cincinnati, 1987

87-46



Report # 88
760-OMO-067

Prot Robert Swanson
Report Not Publishable



88-2



1989-90 USAF-UES RESEARCH INITIATION PROGRAM

Sponsored by the

AIR FORCE OFFICE OF SCIBTFIC RESEARCH

Conducted by the

Universal Energy Systems, Inc.

OPTICAL PRORIUNG OF ElICTRIQ FIELDS

IN LAYERED STRUCTURES

Prepared by: Michael Sydor

Academic Rank: Prof. of Physics

Department: Physics

University: Univ of Minnesota, Duluth

USAF Researcher: W. C. Mitchel

Contract No: S-210-1 OMG-071

Date: 29 Oct. 1990



OPTICAL PROFIUNG OF ILIE TRL IE I
IN LAYERED STRUCTURES

by

Michael Sydor

We present results which may resolve the recently reported discrepancy between the

experimental and the calculated electric fields in the depletion region of undoped GaAs.

Photoreflectance theory reportedly underestimates the electric field by nearly a factor of two.

We have found that changes in photoreflectance with laser pump penetration reveal the full

character of the electric field over the entire depletion zone. It is often assumed that the built-

in surface potential produces a uniform electric field throughout a thin (100 nm) undoped layer

of GaAs grown on top of a heavily doped energy pinning underlayer. Instead, it appears that

the heavily doped underlayer provides a potential step at the interface. The step is separated

from the surface depletion zone by a region of low electric field which is characteristic of the

low fields found in thick undoped GaAs with 2-4*10 14/cm 3 of unintentional impurities.
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I. INTRODUCTION

In their photoreflectance (PR) experiment on undoped GaAs, Van Hoof et al. 1 use

heavily doped (Si or Be) GaAs underlayer to pin the Fermi energy of the back side of an

undoped layer near the conduction band or the valence band respectively. By varying the

thickness of the undoped layer, they control the depth of the charge depletion zone

produced by the inherent, or 'built-in', surface potential in GaAs. Van Hoof et al. assume that

the surface potential produces a uniform electric field throughout the undoped layer (see Fig.

1). They base this assumption on the fact that the energy period of the oscillatory PR signal,

known -as the Franz-Keldysh sclliations (FKO), scales with the undoped layer thickness. Van

Hoof et al. use the PR theory due to Aspnes 2 to calculate a net built-in surface potential in

samples with the Si vs. the Be doped underlayers, and find that the net potential falls short

of the necessary 1.424 V expected from the band gap in GaAs. They make, and we confirm,

justifiable assumption regarding the contribution to PR from the buffer. However, they

discount the effects due to the unintentional impurities and dopant diffusion. We will present

data which indicates that the electric field in the depleted region is not unifcrm, and that there

may be a rather abrupt transition in the potential at the junction. The transition at the junction

depends on dopant type, dopant concentration, and the concentration of the unintentional

impurities in the undoped layer.
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II OBJECTIVES:

The dependence of PR as a function of laser pump penetration will be used to

profile the electric fields in 6-doped structures to resolve a recently reported

discrepancy between the calculated and the measured electric fields in the depletion

layer of GaAs.
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III RESEARCH:

We used a typical arrangement of modulated reflectance apparatus3 to investigate a

large number of undoped GaAs samples grown by Molecular Beam Epitaxy (MBE) on top of

highly doped (1018 - 1020 cm "3 ) GaAs. In particular we examined ten samples which

resembled or were identical to samples discussed in reference 1. We examined the sample, for

PR from the surface depletion region, and for the residual PR from the buffers. Five of our

samples had Si doped underlayers, and five had the Be doped spacers, as shown in Fig. 1a. In

our case all of the undoped layers were 100 nm thick. The heavily doped spacers ranged in

thickness: 1000 A , 40 A , and down to zero for the '8-doped' interfaces which were

originally grown for studies of 2-dimensional-electron gas (2DEG). To examine the uniformity

of the electric field within the depletion region, we took data at two laser pump frequencies,

and at several laser intensities. The lasers lines were at 441.6 nm, and at 632.8 nm, with a

-600A , and -2500A effective pt:ietration depth respectively. The intensities of the laser

pump ranged f, ..n .,.1- 5 mW/cm2 .

The PR from the front surface region can be isolated using the 441.6 nm laser pump at

low intensities. An ev imple of PR signal for the lower pump penetration is shown in Fig. 2, in

comparison with data from an identical sample discussed in reference 1. As seen in Fig. 2, the

period of the oscillations are very similar in both cases, especially at the energies away from

the distorted band edge PR at -1.42 eV. The period of the signal shown in Fig. 2 was the

same for all five samples backed with Be doped underlayers. The FKO for the five samples

with Si doped underlayers were likewise consister However, in the latter case, the period we

observe was distinctly larger than the one repon J by Van Hoof et al. C, * result for 100 nm

samples with the Si doped underlayers was comparable with their data for a 60 nm sample, as

shown in Fig. 3. In calculating the electric fields, we followed the theoretical method in
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reference 1, and obtained an electric field of 30 kV/cm and 70 kV/cm for the PR traces in Fig.

2 and 3 respectively. A check on the calculated fields can be obtained from a plot of FKO

extrema at energies foj, vs. a number F which relates the surface electric field Es to Inwj

according to:4 , 5

Es = (81L/e 2 h2 )1 /2 (foj/Fj)3 /2

where Fj = (3x(j-1/2)/2)2/ 3 , and the subscript j, in fioj, refers to the FKO extrema numbered

in the sequence shown in Fig. 3. tL = 0.05 7 me is the reduced mass of the electron, e is the

electronic charge, and fi is Planck's constant. The 15 FKO extrema, in Fig. 3, lie along a

straight line plot of fiwj vs. Fj, and yield an Es = 71.4 kV/cm. Similarly we obtain Es = 31.8

kV/cm for the PR in Fig. 2. Both of these values are close to the curve fitting results using the

unbroadened elecrto-optic function.1

The PR from the junction region can be probed with the more penetrating laser beam.

Then we observe, in addition to the previous signal, a short period oscillatory PR riding on

top of the wider signal, as shown by letter B in Fig. 4. The short period oscillation has the

energy and the period characteristic5 ,6 of the PR from undoped, thick samples of GaAs

where the unintentional impurity concentrations are -1014 cm "3 .

These results suggest that there are two regions of space charge in the undoped GaAs

layer: a front surface region, characterized by FKO with a period reported by Van Hoof et al;1

and a junction zone which exhibits PR from a region of low electric field. The low field signal

appears to come from an inflection preceding a potential step in the dopant diffusion region.

The short period signal shows up in all samples for the deeper laser penetration. However it is

much less pronounced in the case of the Si doped spacers. Fig.lb shows a suggested

potential gradient for the undoped layer.
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PR signal below the band edge is also seen in Fig. 4. This low energy signal, labeled A,

is tentatively attributed to heavy dopant concentration in the thick spacers. It appears only in

PR for the deeper laser penetration, and only in the case of the thick spacers. Furthermore

signal A, when observed, peaks at the energies appropriate to the Si and the Be dopants

respectively. The mechanism for this signal is yet to be explained. PR modulation effects

below the band edge have been previously reported in the literature, usually in the cases when

the underlaying reflecting layers have a lower band edge than the overlying GaAs.7 However

few consistent studies have been made of this phenomenon.

With regard to the reported discrepancy in the electric field1 , it appears that an

assumption of a uniform electric field extending all the way from the front surface to the

doped underlayer may be questionable, even when the unintentional impurities are very low.

The theoretical values for the electric field reported in reference 1 are actually correct but

pertain only to the surface potential gradient. The surface electric field would still scale roughly

with the sample depth as reported in reference 1, but the intercept h, shown in Fig.lb, would

not come about from an extension of a uniform potential gradient to the Fermi level inside the

doped material. Instead, h would correspond to the inflection at the top of the potential step

as suggested in Fig. lb.

We can estimate the size of the potential step by using the calculated fields and by

estimating the depth of the depletion layer. Dependence of the signal on laser light

absorption indicates that the low field signal comes from - 900A depth of the sample. The

magnitude of the surface electric field in our samples was - 32 kV/cm and - 71 kV/cm for the

Be and the Si case respectively. Taking the depletion layer of 900A, we obtain a potential step

of .32 V and .18 V for two cases. The 0.18 V is lower than the expected 0.4 V based on the

results in reference 1. The fact that our Si doped spacers were doped at 6"1018 /cm3 vs. their
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1"101 8 /cm 3 may account for this difference, which would imply that the height of potential

step at the interface changes sharply with the spacer doping level. Assuming that the shape

of the potential in Fig. lb is correct, the fields in the -50 - 100 A junction region are rather

large, -300 kV/cm. Such fields are consistent with the surface electric fields in heavily doped

GaAs. 4 The period of PR from such high fields would be on the order of - 100 meV. There

are small differences in the long period behavior of PR for the two laser penetrations, but

these differences are obscured by changes in PR due to the field nonuniformity, and by the

light and heavy hole interference effects.

Fig. 3 shows a clear beat like behavior of PR at -1.68 eV. Van Hoot et al. attribute such

variations in PR to the interference of contributions from the light and the heavy holes. We

are not certain if the pronounced modulation seen in Fig.3 can be totally attributed to this

effect. If it can, the period of the modulation observed in Fig.3, should be clearly related to

the difference in the light and the heavy hole masses. We will treat this topic later.

The short period PR, in Fig. 4, will also be the subject of further investigation. For

instance, room temperature exciton effects could play a role in its character.4 Initially, because

of its appearance and energy, we thought that the short period signal may be due to the

2DEG. 8 However we discount this possibility because the short period PR did not change

with the underlayer thickness, not even for the 8-doped interfaces. PR from the buffer was

discounted for the same reason, in agreement with reference 1. Only one 8-doped sample

showed an ineffective pinning of the Fermi energy at the interface. In that sample the short

period PR was dominant, and was visible at short laser penetration. In that case, the

contribution from the buffer could not be discounted.
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Summary:

Our results confirm electric field uniformity within most of the depletion layer

of undoped GaAs. 1 However, PR obtained with deeper penetrating laser reveals a

potential step or discontinuity at the doped interface, causing the electric field within

the depletion lower to be than expected. In the case of Si doping the discontinuity is

small , thus the fields are near the theoretical values, but Be doped junctions show a

rather pronounced potential step at the interface leaving the fields nearly a factor of

two lower than expected, in agreement with the results reported in reference I.
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IV RECOMMENDATIONS:

PR measurements at various pump penetration depths can be used to profile the

electric fields as a function of layer thickness.Electric fields at doped junctions must

be taken into account in determination of electric fields in thin layers of undoped

materials.
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FRONT SURF JUNCT.

SAMPLE SPACER BUFFER SUBSTRATE

UNDOPED -DOPED UNDOPED 1  S I

GaAs GaAs GaAs G~
PINNING LAYR

100 nm 100, 4,0nm ljjm I

(a)

+ V

h

UNDOPED GaAs -- DOPED

DEPLETION ZONE GaAs SPACER

Vb 0.6 V

(b)

Figure 1 a. Typical sample structure. In the case of the 8-doped samples, tihe doped layer has

zero effective thickness. lb - The anticipated potential gradient in the undoped

GaAs layer.
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Figure 2. Comparison of two PR signals from 100 nm thick undoped GaAs layers, backed by

heavily Be doped (1019 cm"3 ) 100 nm GaAs spacer. Curve 1, solid line, is our data

taken with 0.2 mW/cm2 , 441.6 nm laser pump. Curve 2, the broken line, is an

Inverted PR which traces the data ( 3b) presented In reference 1. The FKO are quite

sinilar, ours shows a higher surface electric field.

89-14



2

0-4 1-5 17

89-1



ii I ' I II

A

44

1-36 142 148
(.V)

Figure 4. PR data for the sample in Fig. 2, taken with 0.5 mW/cmn2, 632.8 nm laser pump.

Curve 1, soid line, shows a low energy peak A (-26 meV below the band edge) due

to dopant diffusion in the junction region. Structure A Is followed by narrow PR

oscillations from the low electric field region shown in Fig. lb. The narrow PR

oscillations ride on top of the broader FKO from the front surface region. 1k show

this we display curve 2, broken line, which is the same as curve I in Fig. 2. Also for

comparison curve 3, dotted line, shows the narrowly spaced low field PR from a

thick, undoped GaAs sample ("i~, 4x10 141cm3 unintentional impurities).
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